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ABSTRACT

Wang, Kuo-Nung PhD, Purdue University, Oct 2015. Signal Analysis And Radio-
holographic Methods For Airborne Radio Occultations. Major Professor: James L.
Garrison.

Global Positioning System (GPS) radio occultation (RO) is an atmospheric sound-

ing technique utilizing the change in propagation direction and delay of the GPS

signal to measure refractivity, which provides information on temperature and hu-

midity. The GPS-RO technique is now operational on several Low Earth Orbiting

(LEO) satellite missions. Nevertheless, when observing localized transient events,

such as tropical storms, current LEO satellite systems cannot provide sufficiently

high temporal and spatial resolution soundings. An airborne RO (ARO) system has

thus been developed for localized GPS-RO campaigns. The open-loop (OL) tracking

in post-processing is used to cross-correlates the received Global Navigation Satellite

System (GNSS) signal with an internally generated local carrier signal predicted from

a Doppler model and extract the atmospheric refractivity information. OL tracking

also allows robust processing of rising GPS signals using backward tracking, which

will double the observed occultation event numbers.

However, RO signals in the lower troposphere are adversely affected by rapid

phase accelerations and severe signal power fading. The negative bias caused by

low signal-to-noise ratio (SNR) and multipath ray propagation limits the depth of

tracking in the atmosphere. Therefore, we developed a model relating the SNR to

the variance in the residual phase of the observed signal produced from OL tracking,

and its applicability to airborne data is demonstrated. We then apply this model

to set a threshold on refractivity retrieval based upon the cumulative unwrapping

error bias, to determine the altitude limit for reliable signal tracking. To enhance

the SNR and decrease the unwrapping error rate, the CIRA-Q climatological model
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and pre-filtering of the signal residual phase are utilized to process the ARO residual

phase. The more accurate modeled phase with less noisy received signal are shown

to greatly reduce the bias caused by unwrapping error at lower altitude.

On the other hand, to process the superimposed signal at lower troposphere due

to a highly variable moisture distribution, the Radio-Holographic (RH) methods such

as Phase Matching (PM) have been adapted for ARO platforms to untangle the

bending angle of each signal path. Under the assumption of spherically symmetric

atmosphere, ARO PM using the Method of the Stationary Phase (MSP) can identify

different subsignals and determine the arrival angle for each impact parameter. As

a result, each subsignal can be distinguished and its correspnding bending angle can

be retrieved without producing negative bias. The refractivity retrieval results using

ARO PM are compared to those using traditional Geometrical Optics (GO) method,

and the improvements are shown and discussed in the dissertation.

We applied this new methods on the received ARO data collected by the GNSS

instrument system for multistatic and occultation sensing (GISMOS) in the PREDe-

pression Investigation of Cloud systems (PREDICT) campaign in 2010. A data set

of 5 research flights with 57 occultation events during the formation stage of the hur-

ricane Karl are processed and analyzed. In this research, the refractivity fractional

difference with ERA-I model can be maintained at an average 2% above a height of

2km with climatological model and ARO PM. Compared to the traditional geomet-

rical optics (GO) method without climatological method assistance, the new ARO

processing can effectively decrease the refractivity negative bias and significantly im-

prove the retrieval depth of ARO.



1

1. Introduction

In a space mission, scientists always seek to extract the most information from the

limited received data. Radio occultation (RO) is one of the atmosphere property

retrieving technique by using the transient observations of the signals transmitted by

spacecrafts, either setting or rising, passed behind the planet. When signals passes

through the atmosphere of the planet, the radio wave’s transmission is delayed and a

bending of the propagation ray path is induced because of the atmospheric refraction.

As a matter of fact, the refraction effect of the atmosphere is most observable with

occultation signals received at low, even negative, elevations (Figure 1.1). The cumu-

lative effect of this refraction is observed as a time-varying excess phase in the received

signal. The RO method, which utilizes the excess phase observation for refractivity

retrieval, was applied for the first time to the Mariner missions in 1964 to observe

Venus’s atmosphere. Despite followed by a series of interplanetary RO missions, this

useful technique had never applied to the Earth until the development of the Global

Navigation Satellite System (GNSS) in recent years [1].

1.1 GPS RO

Global Positioning System (GPS) RO is an active microwave sounding technique

utilizing GPS signal, which has global coverage and all-weather penetration capability,

as the signal source of RO. While GPS signal travels through the Earth atmosphere,

its accumulated bending of the signal path can be extracted from the observed phase

delay due to the gradients in the atmospheric refractivity field. By using the calcu-

lated bending angle, an atmospheric refractivity profile can be retrieved with inverse

Abel-Transform [2] which will be introduced in Chapter 2 for a spherically symmet-

ric atmosphere. This remote sensing technique is valuable to obtain high resolution
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Figure 1.1. Radio occultation (RO) is the remote sensing technique
to detect the bending of the ray path due to refraction, and retrieve
the refractivity profile of the atmosphere. This figure is referenced
from: http://www.cosmic.ucar.edu/ro.html

vertical profiles of atmospheric refractivity, which can then be inverted to retrieve

atmospheric pressure, temperature or water vapor profiles [3].

N = k1
Pd
T

+ k2
e

T
+ k3

e

T 2
(1.1)

where N is the atmospheric refractivity, k1, k2, and k3 are three known constants,

Pd is the dry air pressure, e is the water vapor pressure, and T is the temperature.

The Refractivity N can be defined in terms of atmospheric refractive index:
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N = (n− 1)× 106 (1.2)

This connection between the retrieved refractivity and the humidity and temper-

ature information makes GPS RO a powerful system in forecast error reduction and

global weather analysis. GPS RO was first demonstrated with the Global Positioning

System/Meteorology (GPS/MET) mission in 1995. Initial results showed that the

system accurately measured the temperature and had great potential for improving

global weather prediction [4] [5]. Higher resolution and accuracy temperature infor-

mation near the tropopause and the lower stratosphere can be obtained from the GPS

RO observation compared to that calculated from infrared sounder measurements [6].

The experiments in forecast impact with assimilating the GPS RO refractivity and

bending angle data show that GPS RO is able to provide a positive impact with the

largest improvements in the Southern Hemisphere extratropics [7].

The success of GPS/MET has led to several new missions. The German Chal-

lenging Minisatellite Payload (CHAMP) and Argentinian Satelite de Aplicacionas

Cientifcas-C (SAC-C) were both launched in 2000, and collected 400-500 soundings

per day from 2001 to 2011 [8] [9]. The Constellation Observing System for Mete-

orology, Ionosphere, and Climate (COSMIC) consists of 6 microsatellites launched

in April 2006. COSMIC had retrieved about 2,000 high-quality soundings daily on

a global basis during its peak [10], and currently provides 1600 per day. GRACE,

the Gravity Recovery and Climate Experiments, provides 150 per day [11]. The

most recent GPS RO satellite program is METOP, operated by EumetSat, which will

consist of 3 low earth orbit satellites in 2017 (2 have been launched as of August,

2014). The Global Navigation Satellite System (GNSS) Receiver for Atmospheric

Sounding (GRAS) on METOP-A and METOP-B produce about 1200 measurements

per day. [12] The first six satellites of COSMIC II will be launched in 2016 into low

inclination orbits, to be followed by six more with inclined orbits in 2018 [13].
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1.2 Airborne RO

Although with several spaceborne GPS RO missions in operation, the temporal

and spatial density of observations provided by spaceborne receivers is still relatively

sparse, and largely depends on the health status of the constellation. For example,

the total number of spaceborne occultations has decreased to about 1600 per day

compared to that of 3000 per day in year 2009 due to the malfunction of two satellites

in the constellation. In addition, even with thousands of profiles daily GPS-low Earth

Orbit (GPS-LEO) systems cannot provide dense sounding measurements in a specific

area within a given time period due to the constraints of the orbits and limited

number of available receiver satellites. Tropical storms, for instance, only ranged

within a limited area and cannot be independently observed by spaceborne RO at

the desired time. GPS RO measurements using a receiver inside the atmosphere was

proposed [14] [15] to overcome this limitation. The airborne GPS radio occultation

(ARO) system, which the receiver is installed onboard an airplane, is able to target

a desired area to make a dense sampling over a specific period of time attributes to

the mobility of the aircraft.

For this reason, the GNSS Instrument System for Multistatic and Occultation

Sensing (GISMOS) has been developed for ARO experiment. GISMOS was designed

to receive occulted GPS signals on the NSF/NCAR High-performance Instrumented

Airborne Platform for Environmental Research (HIAPER) Gulfstream V (GV) air-

craft which was firstly tested while flying over the southeastern United States in

2008 [16] [17]. A preliminary analysis of the data from the 2010 PRE-Depression In-

vestigation of Cloud systems in the Tropics (PREDICT) field campaign, which aims to

investigating the developing tropical cyclone, demonstrated the proof-of-concept. [18]

The In this research, all the ARO data were also collected from PREDICT campaign

which the flight path crossed the Caribbean Sea. The details of the signal processing,

retrieval algorithms for ARO platform, and the hardware installation will be given in

Chapter 2 and Chapter 3.
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1.3 N-bias

In spaceborne RO, a large amount (more than several percent) of negative bias

in refractivity retrieval can be observed at lower troposphere. Several sources caus-

ing the bias have been identified. The receiver tracking process using closed-loop

(CL) tracking was one of the cause since CL suffers from lock losses when receiving

SNR is low [19] [9]. Due to the improvement of the open-loop (OL) tracking imple-

mented on ARO, the tracking bias has been largely reduced. Superrefraction [20] [21],

which happens when vertical atmospheric refractivity gradients less than -158 km−1,

will causing the invalidity of the Abel-inversion and results in negative bias. In this

research, we will focus on the two bias sources that are more significant than super-

refraction - unwrapping error and multipath.

Because of its low elevation characteristic, the RO signal is normally in company

with low signal to noise ratio (SNR). Low SNR will increase error rate in unwrapping

the excess phase, and the same direction of the excess phase accumulation will cause

negative bias in OL tracking result [22]. This bias is more significant in ARO, because

the entire occultation period usually takes more than 10 minutes in ARO compared

to that in 2 minutes of spaceborne RO, and the unwrapping error will accumulate

much longer. The analysis and the impact assessment of low SNR to the resulting

residual phase is described in Chapter 3, which is the also the journal paper accepted

by Transactions on Geoscience and Remote Sensing, IEEE in 2015. On the other

hand, the classical Geometric Optics (GO) inversion (Chapter 2) is currently applied

on ARO to the partial bending angle calculation for refractivity retrieval, and the full

theory is described in [23], [18] and [24]. GO method, however, is valid only under

the assumption that the received signal is transmitted by single ray path through the

atmosphere. Due to the highly variable moisture distribution in lower troposphere,

the received ARO signal will suffer multipath effect by strong refractivity gradients in

practice. The bending angle calculation with GO under severe interference will then

produce multiple values at a given impact parameter because of GO’s incapability
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of identifying superposition signals from multiple ray paths. The applied method

maintaining monotonic property of partial bending angle - impact parameter function

α′(a) by force causes the negative bias in refractivity retrieval [9]. In [22] it is shown

that the low SNR and negative refractivity bias will eventually limit the height of

ARO retrieval profile.

To enable refractivity retrievals when the assumption of single ray path is not

valid and extend the penetration to lower altitudes, Radio-Holographic (RH) methods

such as Full Spectrum Inversion and Phase Matching (PM) have been developed

and applied to spaceborne RO measurements [25] [26]. These two methods utilizes

Method of Stationary Phase (MSP) and Fourier Integral Operator (FIO) to take

multipath effect into account. In this research we modified PM method to adapt

to airborne version inverse Abel to decrease negative refractivity retrieval bias and

extend valid ARO profile height. The spaceborne PM methods is reviewed in Chapter

4, which is the manuscript to be submitted to Journal of Geophysical Research, and its

modification for ARO environment are also derived and described. The refractivity

retrieval result using airborne RO experiment data is shown and the comparison

between PM and traditional GO methods is also being discussed in Chapter 4. The

summary and minor discussion will be provided in Chapter 5
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2. Airborne Radio Occultation

2.1 ARO excess phase

As mentioned in Chapter 1, the signal ray path will be bent by refraction of

the atmosphere and causing the path length deviate from the straight line, which

is the path when the signal is transmitted in vacuum. Due to the constant signal

transmitting frequency during the refraction, the extra signal path length compared

to the straight line will be proportional to the increased amount of the received signal

carrier phase. This excessive carrier phase, which called ”excess phase”, is caused by

refraction in the neutral atmosphere and can be used to calculate the bending angle

of the signal ray path. To extract the excess phase, the total carrier phase of the

received ARO signal in terms of length can be modeled as [24]:

ΦT
R(t) = DT

R(t) + φTR(t) + cCT (t) + cCR(t) +MT
R + ε(t) (2.1)

in which the DT
R is the length of the geometric straight line in meters between

the GPS satellite and the aircraft, and φTR is the excess phase in meters caused by

the neutral atmosphere refraction. c is the speed of light in meters per second, CT is

the satellite clock error, CR is the receiver clock error, MT
R is the distance caused by

carrier phase integer ambiguity in the beginning, and ε is the error due to multipath

and thermal noise. The superscript T and the subscript R refers to the transmitter

and the receiver. The ionosphere and relativistic effects are ignored in this research

due to their relatively small impact on the measurements at the height below aircraft’s

altitude.

The measurement of the total phase can be acquired with conventional GPS re-

ceivers using a Closed-Loop (CL) tracking method, such as a phase locked loop (PLL),

delay-locked loop (DLL), frequency lock loop (FLL). CL tracking computes the sig-
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nal from the correlation between the received signal and a local generated sine wave

which its frequency is adjusted using a feedback loop. This feedback relies on con-

tinuous tracking from the previous time interval. These CL methods cannot track

the low elevation signals, because of the rapid accelerations on the phase and signal

fading caused by multipath propagation related to sharp gradients in the refractivity

structure of the atmosphere [9]. The Open-Loop (OL) tracking method was proposed

by [27] to extend the tracking duration and then implemented in spaceborne receivers,

starting with SAC-C.

OL tracking computes the phase difference (defined as the residual phase) between

that predicted by a Doppler model and the received signal. The Doppler model can be

calculated as the sum of DT
R and CT using the aircraft position and velocity recorded

by Applanix and the GPS satellite trajectory information in IGS orbit file [28]. As

a result the OL tracking will give us the signal residual phase which removes the

geometric straight line length and the transmitter clock error from the total phase

measurement. OL tracking has been demonstrated in tracking of lower tropospheric

occultations from orbiting receivers [29]. Doppler models for OL tracking of setting

and rising occultations were derived for the SAC-C and COSMIC receivers [30]. The

OL tracking algorithm described by Beyerle et al. (2002) [31] has been implemented

in a software receiver and more details are provided in Section 3.2.

The differentiation of the signal residual phase can be calculated as:

fED(t) =
d

dt

{
φTR(t) + cCR(t) + ε(t)

}
(2.2)

The frequency fED is called excess Doppler in which the integer ambiguity MT
R

has been removed by differentiation. For GPS satellites in high elevation, the received

excess phase φTR and the multipath effect which mostly happens in lower troposphere

are assumed to be negligible. Therefore, we can further remove the receiver clock

error CR by subtracting the excess Doppler of high elevation GPS satellite from the

occulted satellite excess Doppler that received at the same time. The resulting excess
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Doppler can then be processed with bending angle retrieval algorithms which will be

introduced in the next section.

2.2 Geometric Optics (GO) Method

Under the assumption of spherically symmetrical distribution of atmosphere re-

fractivity, each ray in an occultation event can be identified by its impact parameter

a = nrsinψ, where n is the refractive index , r is the distance of each location on the

ray path to the center of curvature and ψ is the incident angle. The impact parameter

a will remain the same at each point on the same ray path. Bending angle profile

α(a), which can be written as the function of the impact parameter, is valuable for its

capability of being inverted to atmospheric refractivity. The relationship between the

ray path bending angle and the excess Doppler obtained from the OL observations

can be determined when a spherically symmetric atmosphere is assumed. The excess

Doppler fED, which defined as the excessive received frequency due to longer signal

path through atmosphere, is given by [32]

fED =
1

λ

[
nT k̂T · ~vT − nRk̂R · ~vR − k̂ · (~vT − ~vR)

]
(2.3)

where nT is the refractive index at transmitter location, which equals to unity

because of the locations of the GPS satellites are outside the Earth atmosphere. nR

is the refractive index at the receiver location. k̂T and k̂R are the unit vectors in

the signal direction at the transmitter and at the receiver, respectively. k̂ is the unit

vector in the direction of the straight line from transmitter to the receiver. ~vT and

vecvR are the velocity vector of the transmitter and the receiver, respectively. The

equation (2.3) can be written as the scalar form as equation (2.4) [33], where the

geometry and the angles are illustrated in the figure 3.1.
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fED =
fT
c
{VT [nT sin (ΩT − βT ) sin (γT ) + (nT cosγT − 1) cos (ΩT − βT )] (2.4)

−VR [cos (ΩR − βR) (nRcosγR − 1) + nRsin (ΩR − βR) sin (γR)]}

Figure 2.1. Geometric optics method to retrieve bending angle α
from excess phase observation from GPS receiver. a is the impact
parameter. VT and VR are the components of the transmitter and
receiver velocity respectively in the occultation plane.

VT and VR are the magnitude of the velocity vector components lying in the

plane of the occultation (formed by the transmitter, receiver, and the Earth’s center

of curvature) of the transmitter and the receiver respectively. The angles are also

defined in the occultation plane. fT is the transmitted signal frequency, and c is the

speed of light. The refractive index at the receiver nR can be obtained from the in

situ measurement of air pressure and temperature at the location of the aircraft. The

bending angle α can thus be expressed as
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α = γT + γR (2.5)

On the other hand, Bouger’s law [34] relates the angle of the ray path tangent to

the atmospheric refractivity under the assumption of a spherically symmetric atmo-

sphere.

nTRT sin (ΩT − γT ) = nRRRsin (ΩR + γR) = a (2.6)

RT and RR are the distances from transmitter and receiver to the center of curva-

ture of the Earth. Equations (2.4) and (2.6) are then iteratively solved with repeated

substitution of γT and γR. The bending angle α can be obtained with Equation (2.5)

while γT and γR are converged, and its corresponding impact parameter a can be

calculated by (2.6). To take the oblateness of the Earth into account, the GO is

processed after the occultation geometry is transformed to coordinates centered on

the local center of curvature of the Earth [35].

The geometry of an ARO system are shown in Figure 2.2. rG and rA are the

distance from GPS transmitter and the aircraft receiver to the center of curvature

of Earth, respectively. θ is the ”open angle” between rG and rA at the center of

curvature, and both rG and rA will change with respect to time during occultation

period. a is the impact parameter of the signal path where a = nrsinψ. To be noted

as a special case, a = nr at the point of closest approach of the ray to the Earth since

the incident angle is the right angle, and the location of the point is called the ”tangent

point”. The important difference in the retrieval algorithm for airborne vs. satellite

RO is the contribution of the atmosphere above the aircraft. As shown in Figure

2.2(b), the signal path will bend even when the signal is received at positive elevation,

while the occultation only occur at negative elevation for spaceborne platform. Under

the spherical symmetry assumption, there is a corresponding positive elevation angle

ray with the impact parameter a for every negative elevation angle ray having the same

impact parameter. In ARO, this impact parameter a never exceeds nArA. Therefore,

The ARO sounding will range only from the surface to nArA, and the unknown
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atmosphere structure above the aircraft is needed to be given as the refractivity at

the aircraft altitude.

Figure 2.2. The ARO geometry for positive elevation and negative
elevation. a is the impact parameter, rA is the distance from the
center of curvature to the aircraft and αP and αN are the bending
angles in positive and negative elevation, respectively. As the figure
shows, there is a corresponding positive elevation angle ray with the
impact parameter a for every negative elevation angle ray having the
same impact parameter

GO algorithm is capable of extracting the bending angle from positive and negative

elevation ray path separately. An example of the bending angle result is shown in

Figure 2.2(a). As a case of setting satellite, the occultation begins with positive

elevation, which is the left side of the curve, and the increasing impact parameter.

The impact parameter reaches its maximum when the elevation angle from the aircraft

decreases to zero. The bending angle continuously increases while the satellite enter

into negative elevation zone where the impact parameter start decreasing, and it will

grows rapidly at the end of occultation. In GO, the impact parameter - bending angle

pair are calculated by the order of the receiving time, and the impact parameter will
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monotonically increase and decrease with respect to time at positive and negative

elevation, respectively. However, in multipath region the relationship between the

impact parameter and time is no longer monotonic because the ray paths are twisted

and will not be received in order. The non-monotonic impact parameter - bending

angle curve as shown in Figure 2.3(a) is not usable for inverse Abel transform (Section

2.3). To retrieve the refractivity by using inverse Abel, an Ad-hoc correction should

be applied on impact parameter measurement to make it monotonically increasing

or decreasing by force as shown in 2.3(b). This correction can cause negative bias

in bending angle calculation, which will be propagated to refractivity retrieval and

cause large negative bias at lower troposphere.

2.3 ARO inverse Abel

Fjeldbo et al. (1971) [2] described the retrieval of atmospheric profiles using the

Abel inversion, a fundamental principle for spaceborne RO which is shown in the

following paragraph. In this reference, a typical geometry of the radio occultation is

used and shown in Figure 2.3.

By using this geometry, two following properties can be found,

θ + φ = ψ + π/2 (2.7)

tanθ =
rdφ

dr
(2.8)

The incident angle θ for each point of the ray path can be derived by differentiating

the Bougar’s law.

dθ =
−a
[
n+ r dn

dr

]
dr

nr
√
n2r2 − a2

(2.9)

Using the equation 2.8 and the Bougar’s Law the dynamic of angle φ can be

acquired:
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(a) (b)

(c)

Figure 2.3. RF18 PRN25 bending angle retrieval by GO method.
(a) The original retrieval from GO (b) The result after monotonic
correction (c) The replacement with smoothed bending angle profile.
The curve at left side in all three panels are in positive elevation,
while the ones at the right side are in negative elevation. It can be
observed that the impact parameter is not monotonic in (a), while it
is corrected by an Ad-hoc method in (b).

dφ =
adr

r
√
n2r2 − a2

(2.10)

Since we have the rate of the angle θ and φ, we can simply calculate the derivative

of the angle ψ by using the equation 2.7.
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Figure 2.4. The RO geometry for Abel-inversion calculation. P is
any certain point at the red ray path, θ is the incident angle, φ is the
angle between OP and the tangent point vector, and ψ is the angle
between ray path tangent line and the horizontal direction. r is the
length of OP , and α is the bending angle of the whole ray path.

dψ =
a

n
√
n2r2 − a2

dn

dr
dr (2.11)

ψ is the angle between the direction of the ray path at each point and the horizontal

direction, hence, the half of the bending angle can be found by integrating the rate

of ψ from tangent point to the one end of the ray path. the total bending angle α ca

be expressed as:

α(a) = −
∫ rT

rt

a

n
√
n2r2 − a2

dn

dr
dr −

∫ rR

rt

a

n
√
n2r2 − a2

dn

dr
dr (2.12)

in which rt is the radius of the tangent point in certain ray path, rT is the radius

of transmitter, and rR is the radius of the receiver. In spaceborne case, the two terms

in (2.12) are equal since the signal path will penetrate the atmosphere on both ends

to the vacuum, and the bending portion is symmetric with the tangent point. The

inverse of equation (2.12) has an explicit form:
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n (x) = exp

[
1

π

∫ ∞
x

α (a)√
a2 − x2

da

]
(2.13)

The independent variable x = nr, will give the radius, r at which the refractive

index n(r) is retrieved. The equation (2.13) is called ”inverse Abel” and it is widely

used in RO technique for refractivity retrieval. Although both systems utilize GPS

signal as the source of RO, the ARO retrieval method is different with spaceborne RO

because ARO receiver always locate inside of the atmosphere and its ray path is not

symmetric. Healy et al. (2002) [14] proposed a modified version of the Abel inversion

for occultation measurements from a receiver within the atmosphere. In airborne

RO, the signal path bending can be calculated in two different cases. For positive

elevation, the bending directly comes from the ray path section between transmitter

to the receiver, which doesn’t pass the tangent point.

αP (a) = −
∫ rT

rR

a

n
√
n2r2 − a2

dn

dr
dr (2.14)

On the other hand, the bending angle in negative elevation should be integrated

from receiver to tangent point along with the section from tangent to transmitter.

αN(a) = −2

∫ rR

rt

a

n
√
n2r2 − a2

dn

dr
dr −

∫ rT

rR

a

n
√
n2r2 − a2

dn

dr
dr (2.15)

The partial bending angle, which is a function of impact parameter, can then be

defined as the subtraction of the positive elevation angle bending from the negative

elevation angle bending. The result will be:

α′ (a) = αN (a)− αP (a) = −2

∫ rR

rt

a

n
√
n2r2 − a2

dn

dr
dr (2.16)

This partial bending angle is the symmetric portion where the radius of the ray

path r is decreased from rR to rt and back to rR. To acquire the partial bending

angle profile α′(a) ,the bending angle of the signal ray path during positive elevation

αP (a) and negative elevation αN(a) need to be calculated by GO separately. We can

invert the partial bending angle to produce refractivity profiles below the receiver
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height [14], [23]. The refractive index n can be calculated through the modified

version ARO inverse Abel transform.

n (x) = nAexp

[
1

π

∫ nArA

x

α′ (a)√
a2 − x2

da

]
(2.17)

In which, nA is the refractive index at the receiver, rA is the distance between the

receiver and the center of Earth curvature. As the equation 2.17 shows the upper

limit of the ARO refractivity retrieval is at the altitude of the aircraft.

As shown in Figure 2.2(a) and Figure 2.2(b), the bending angle is noisy in both

positive and negative elevation, and the noise level reaches the greatest at the top

(nArA) of the curve. To reduce the noise effects on partial bending angle calculation,

a ”smoothed” bending angle near top and positive elevation is used to replace the

original noisy profile. The smoothed bending angle is generated by forward-Abel from

Equation (2.15) and (2.14) with the smoothed refractivity profile. We can smooth

the refractivity profile by fitting the log of the refractivity at the height below the

aircraft, and extrapolate it to 30 km with scale height of 7 km [24]. The smoothing

result is shown in Figure 2.3(c), where most of the noise is removed from top and

positive elevation portion of the curve.

2.4 ARO hardware and flight campaign

As shown in Figure 2.5, GISMOS consists of a 10 Mhz GPS recording system

(GRS), four Trimble NetRS survey quality dual frequency GPS receivers, an Ap-

planix POS AV GPS/INS system, and a Symmetricom ExacTime600 timing receiver.

The GRS, which was developed by the John Hopkins University Applied Physics Lab-

oratory (JHU/APL), sampled both GPS L1 and L2 frequency signals and recorded

the complex-interleaved data to disk drives with 1-bit quantization. Four Trimble

NetRS GPS receivers used traditional closed loop (CL) tracking to track L1 and L2

signals. The accurate position and velocity of the aircraft are provided by Applanix

510 GPS Position and Orientation System for airborne vehicles (POS-AV) integrated
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with the inertial measurement unit(IMU). Fulfilled the requirement of 5 mm/s veloc-

ity precision [23] [36], the receiver trajectory is precisely known from the Applanix

system’s accurate navigation measurement. The Symmetricom ExacTime 6000 GPS

frequency generator with an oven-controlled crystal oscillator (OCXO) provided a 10

MHz reference frequency for the GRS, POS AV and NetRS receivers.

Figure 2.5. The GISMOS instrument rack
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Seven antennas were mounted on the aircraft as shown in Figure 2.6. Three

isotropic lower gain avionics antennas were placed on the top and both exterior sides

of the aircraft. Two high gain antennas, which installed on the interior of the aircraft

window on both sides of the aircraft, were designed for observing low elevation RO

signals with their narrow vertical and wide horizontal gain pattern [16]. Two different

polarized antennas, one righthand circularly polarized (RHCP) and one lefthand cir-

cularly polarized (LHCP), were also mounted on the nadir of the aircraft for making

reflectometry measurements, which are not included in this research. The received

signals from the high gain antennas on both sides were split to NetRS receivers and

the GRS, which has one channel for each side. The third channel of the GRS can

receive the signal from the top avionics antenna. In this dissertation, all the data

were collected at field experiment with GISMOS installed on the National Science

Foundation (NSF) Gulfstream-V (GV) research aircraft.

Figure 2.6. The placement of seven antennas on the aircraft. Three
avionics antennas, two high gain antennas, and two opposite polarized
antennas were mounted on the aircraft [37].

In this research the data sets recorded during the PREDICT campaign are an-

alyzed. This flight campaign was planned to investigate the moisture development
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during the genesis phase of hurricane Karl [24], and the flight path will cross the

Caribbean Sea while the cyclone system moved west during the campaign. The data

sets collected from four research flights used in this research were recorded on 11 to

14, September 2010, day 254 to 257, and these four flights are numbered as RF16,

RF17, RF18, and RF19, respectively. The flight trajectory are shown in Figure 2.7.

As the Figure 2.7 shows, A modified lawnmower pattern was flown to regularly sample

the development region except the avoidance of the deep convection locations. Sig-

nificant amount of moisture at lower altitude is expected due to the tropical oceanic

area that the flight pass through and the late summer the campaign in, which will

cause multipath effect and interfere the RO measurements.

Figure 2.7. The flight path of all four research flights in PREDICT
campaign which crossed the Caribbean Sea on 11 to 14 September,
2010 to observe the cyclogenesis process of hurricane Karl. Each
flights are identified in different colors
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3. Open-loop tracking of rising and setting GPS

radio-occultation signals from an airborne platform: signal

model and error analysis

(MANUSCRIPT: Accepted by IEEE Transactions on Geoscience and Remote Sens-

ing)

ABSTRACT

Global Positioning System (GPS) radio occultation (RO) is an atmospheric sound-

ing technique utilizing the change in propagation direction and delay of the GPS signal

through the stratified atmosphere to measure refractivity, which provides information

on temperature and humidity. The GPS-RO technique is now operational on the Con-

stellation Observing System for Meteorology, Ionosphere, and Climate (COSMIC)

constellation and several other Low Earth Orbiting (LEO) satellites. LEO systems,

however, cannot provide high temporal and spatial resolution soundings necessary to

observe localized transient events, such as tropical storms. An airborne RO (ARO)

system has thus been developed for localized GPS-RO campaigns.

RO signals in the lower troposphere are adversely affected by rapid phase ac-

celerations and severe signal power fading. These signal dynamics often cause the

phase-locked loop in conventional GPS survey receivers to lose lock, limiting the

availability of measurements in the lower troposphere. To overcome this problem,

open-loop (OL) tracking in post-processing is used. In contrast to a conventional

tracking loop, post-processed OL tracking cross-correlate the received Global Naviga-

tion Satellite System (GNSS) signal with an internally generated local carrier signal

predicted from a Doppler model. OL tracking also allows robust processing of ris-

ing GPS signals, approximately doubling the number of observed occultations. An
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approach for “backward” OL tracking was developed, in which the correlations are

computed sequentially in reverse time so that the signal can be acquired and tracked

at high elevations for rising occultations.

Ultimately, the signal-to-noise ratio (SNR) limits the depth of tracking in the

atmosphere. We have developed a model relating the SNR to the variance in the

residual phase of the observed signal produced from OL tracking. In this paper,

we demonstrate the applicability of the phase variance model to airborne data. We

then apply this model to set a threshold on refractivity retrieval based upon the

cumulative unwrapping error bias, to determine the altitude limit for reliable signal

tracking. We also show consistency between the ARO SNR and collocated COSMIC

satellite observations, and use these results to evaluate the antenna requirements for

an improved ARO system.

3.1 introduction

A radio occultation (RO) event occurs when the signal from a setting or rising GPS

satellite is occulted by the Earth’s limb before arriving at a receiver. The atmosphere

causes signal refraction which induces a bending of the ray path and delay in the sig-

nal. The cumulative effect of this refraction is observed as a time-varying excess phase

in the received signal. Excess phase can be inverted to retrieve atmospheric refractiv-

ity, pressure, temperature or water vapor profiles [3]. GPS RO was first demonstrated

with the Global Positioning System/Meteorology (GPS/MET) mission in 1995. Ini-

tial results showed that the system accurately measured atmospheric temperature

and had great potential for improving global weather prediction [4] [5]. The success

of GPS/MET has led to several new missions. The German Challenging Minisatellite

Payload (CHAMP) and Argentinian Satélite de Aplicaciones Cientificas-C (SAC-C)

were both launched in 2000, and collected 400-500 soundings per day from 2001 to

2011 [8] [9]. The Constellation Observing System for Meteorology, Ionosphere, and

Climate (COSMIC) consists of 6 microsatellites launched in April 2006. These satel-
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lites retrieved about 2000 high-quality soundings daily on a global basis during the

mission’s peak [10], and currently provide 1600 soundings per day. The Gravity Re-

covery and Climate Experiment (GRACE) twin satellites provide 150 soundings per

day [11]. RO profiles are also provided by two MetOp polar orbiting meteorological

satellites, operated by the European Organisation for the Exploitation of Meteoro-

logical Satellites (EUMETSAT), with the third satellite scheduled to be launched

in 2017. The Global Navigation Satellite System (GNSS) Receiver for Atmospheric

Sounding (GRAS) on METOP-A and METOP-B produce about 1200 measurements

per day. [12] The first six satellites of COSMIC II will be launched in 2016 into 24

degree inclination orbits, to be followed by six more with 72 degree inclination or-

bits in 2018 [13]. Even with thousands of daily profiles, GPS - Low Earth Orbit

(GPS-LEO) systems cannot provide dense sounding measurements in a specific area

within a given time period due to the constraints of the orbits and limited number

of available receiver satellites. GPS RO measurements using a receiver onboard an

airplane can overcome this limitation for localized regions.

Fjeldbo et al. (1971) [2] described the retrieval of atmospheric profiles using the

Abel inversion, a fundamental principle for the RO technique. Healy et al. (2002)

[14] proposed a modified version of the Abel inversion for occultation measurements

from a receiver within the atmosphere. The airborne RO (ARO) proof-of-concept

was demonstrated by Haase et al. (2014) [18] with flights of the GNSS Instrument

System for Multistatic and Occultation Sensing (GISMOS) over tropical storms. In

addition to commercial off-the-shelf geodetic receivers, GISMOS contains a GNSS

signal recorder which enables OL tracking in post-processing.

The important difference in the retrieval algorithm for airborne vs. spaceborne

RO is the contribution of the atmosphere above the aircraft. Under the assumption

of spherical symmetry, for every positive elevation angle ray with the impact param-

eter a there is a corresponding negative elevation angle ray having the same impact

parameter, a = nr, at the point of the closest approach of the ray to the Earth. In

ARO, the partial bending angle, α′ (a) = αN (a)−αP (a), defined as the difference of
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negative and positive elevation bending angles, can be inverted to produce refractivity

profiles below the receiver height [14], [23].

Figure 3.1. Geometrical parameters used in the retrieval of bending
angle α from the excess phase observations from a GPS receiver on-
board an aircraft. VT and VR are the transmitter and the receiver
velocity components in the occultation plane. The bending angle, α,
is the angle between the tangents to the raypath at the GPS trans-
mitter and aircraft receiver.

The refractive index n can be calculated through the inverse Abel transform of

the bending angle profile,

n (x) = nRexp

[
1

π

∫ nRRR

x

α′ (a)√
a2 − x2

da

]
(3.1)

in which nR is the refractive index at the receiver, and RR is the distance between

the receiver and the center of the Earth’s curvature. The independent variable x =

nr, will give the radius, r, at which the refractive index n(r) is retrieved. The

relationship between the ray path geometry and the excess Doppler obtained from
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the GPS observations of carrier phase, assuming a spherically symmetric atmosphere,

is given by [33]:

fED =
fT
c
{VT [nT sin (ΩT − βT ) sin (γT ) + (nT cosγT − 1) cos (ΩT − βT )] (3.2)

−VR [cos (ΩR − βR) (nRcosγR − 1) + nRsin (ΩR − βR) sin (γR)]}

where fED is the observed excess Doppler. VT and VR are the magnitudes of

the transmitter and receiver velocity vector components in the occultation plane

(formed by the transmitter, receiver, and the Earth’s center of curvature). The angles

are also defined in the occultation plane. The occultation geometry is transformed

to coordinates centered on the local center of curvature of the Earth (Syndergaard

(1998) [35]). Fig. 3.1 illustrates the ARO geometry [18]. fT is the transmitted signal

frequency, nT is the refractive index at the transmitter location (nT = 1) and c is

the speed of light. In addition, assuming a spherically symmetric atmosphere, the

Bouguer’s law [34] describes the bending of the signal raypaths:

nTRT sin (ΩT − γT ) = nRRRsin (ΩR + γR) = a (3.3)

RT and RR are the distances of the transmitter and receiver from the Earth’s

center in the assumed spherical geometry. The bending angle α can thus be calculated

as:

α = γT + γR (3.4)

The Doppler frequency is calculated by differentiating the excess phase observa-

tions. Equations (3.2) and (3.3) are then iteratively solved for the bending angle α

and impact parameter a. The inverse Abel transform (4.3) is used to retrieve the

atmospheric refractive index profile. The full theory for the geometric optics inver-

sion of ARO measurements is described in Xie et al. (2008) [23] and Haase et al.

(2014) [18].

Conventional GPS receivers, designed for navigation and surveying, use a closed-

loop (CL) tracking method, such as a phase-locked loop (PLL), delay-locked loop
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(DLL), frequency-locked loop (FLL) or some integrated combination of these to pro-

duce observations of the signal carrier phase and Doppler frequency. These CL meth-

ods cannot track the low elevation signals, because of rapid accelerations of the phase

and signal fading caused by multipath propagation related to sharp gradients in the

refractivity structure of the atmosphere [9]. The open-loop (OL) tracking method

was proposed [27] to solve this problem and was implemented in spaceborne re-

ceivers, starting with SAC-C. OL tracking computes the phase difference (defined

as the residual phase) between that predicted by a Doppler model and the received

signal. CL tracking, in contrast, computes this error signal from the correlation be-

tween the received signal and the signal replica in which the Doppler is adjusted using

a feedback loop. This error feedback relies on continuous tracking from the previous

time interval. OL tracking has been demonstrated in tracking of lower tropospheric

occultations from orbiting receivers [38] [30].

Doppler models for OL tracking of setting and rising occultations were derived for

the SAC-C and COSMIC receivers [30]. Beyerle et al. (2006) [39] described the OL

tracking algorithm that we have implemented in a software receiver. The OL tracking

algorithm will be explained in Section 3.2. Since the OL technique does not rely on

properties of the incoming signal, it will continue to produce phase estimates even

after the signal has disappeared. Therefore, it is necessary to develop an objective

method for determining the threshold below which the measurement is no longer

valid in order to truncate the excess phase profile prior to applying the inverse Abel

transform. We have developed a model relating the phase error to the signal-to-noise

ratio (SNR) of RO signals, presented in Section 3.3. This model is used to carry

out an error analysis of the residual phase calculation and unwrapping error rate,

which can be used to derive a threshold on the minimum SNR for successful phase

retrieval. In Section 3.4, the ARO recording instrument, the research flights, and the

data are described. In Section 3.5 the performance of OL tracking for both rising

and setting ARO measurements is assessed through comparison with the tracking

threshold established by the SNR model.
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3.2 Open-Loop Tracking

Following Beyerle et al. (2006) [39] the down-converted, or intermediate frequency

(IF), RO signal u (t) can be modeled as:

u (t) = A (t)D (t− τ) p (t− τ) exp{j (2πfIF t+ Φ (t) + Φ0)}+ ε (t) (3.5)

Where A (t) is the signal amplitude at the receiver, D (t) is the data message, p (t)

is the baseband pseudorandom noise (PRN) code, fIF is the intermediate frequency,

Φ (t) is the time-varying total phase, τ is the time of travel delay, Φ0 is the initial

phase and ε (t) is Gaussian white noise. This model includes only one visible satellite.

The noise term ε (t), however, could include multiple-access noise due to the presence

of other GPS satellite signals. For the GPS C/A code on the L1 signal, D (t) and

p (t) use binary phase shift key (BPSK) modulation at nominal rates of 50 Hz and

1.023 MHz, respectively. The Doppler frequency, including both the geometric and

excess Doppler effect (3.2) of the signal, is the derivative of the time-varying phase:

fD (t) =
1

2π

dΦ(t)

dt
(3.6)

Closed-loop receivers track the incoming carrier signal by correlating it with a

replica signal generated locally by the receiver. The Numerically Controlled Oscillator

(NCO) frequency is steered toward the incoming signal frequency with a discriminator

which monitors phase deviations between the incoming and local signals. By using

feedback control from the error discriminator function, the NCO can adjust the rate

of the local reference code and carrier to maximize the correlation and maintain a

lock on the signal.

The OL tracking uses a local signal replica generated from a reference Doppler

model. Cross-correlation of the local and the received signals produces an observation

of the phase difference between these two, defined as the residual phase. In contrast

to CL tracking, this local signal model is not adjusted based upon the observed

phase difference. The positions and velocities of the receiver and transmitter must

be known to a high degree of accuracy in order to generate the local signal for OL



28

tracking. Post-processed satellite orbits are available from the International GNSS

Service (IGS) and accurate position, velocity, and attitude solutions for the aircraft

are produced by the use of GPS/Inertial Navigation System (GPS/INS). Airborne

receivers can record a much larger volume of raw data for post-processing by OL

tracking, compared to spaceborne receivers which are limited by telemetry bandwidth.

For this reason, a software-defined radio (SDR) approach will be used [40] [16], in

which the full spectrum of IF signals is analyzed. This system has a unique benefit

that many techniques for improving the tracking can be tested, and reapplied to the

raw recorded data.

3.2.1 Residual Phase

The total phase, Φ(t), of the received GPS signal is the sum of the phase due to

the changing geometry between the transmitter and receiver, ΦG(t), and the excess

phase due to refraction in the atmosphere, ΦE(t).

Φ(t) = ΦG(t) + ΦE(t) (3.7)

The OL tracking correlates the received signal with a local signal generated from

a model prediction of the phase, ΦM(t). The difference between the total and the

predicted phase is defined as residual phase, ΦR(t).

ΦR(t) = Φ(t)− ΦM(t) (3.8)

The residual phase is the argument of the complex result of cross-correlating the

local and received signals, as will be shown in section 3.2.4. The model-predicted

phase should be close enough to the true phase for the cross-correlation to give a valid

observation. For the spaceborne case, it is necessary to include an initial prediction

(from climatology) of the excess Doppler due to the atmosphere when computing

ΦM(t) in order to reduce the Doppler difference to within ±15−20 Hz [29]. For ARO,

the atmospheric excess phase is accumulated over a longer time period (approximately

10 minutes) caused by much lower aircraft velocity (about 230 m/s) relative to that of



29

the LEO spacecraft (about 7.5 km/s). Therefore, the difference between the Doppler

produced due to changing geometry and the true Doppler is expected to be less than

6 Hz and remain within the range of ±15 − 20 Hz. Because the pre-recorded signal

is sampled at 10 MHz and the cross-correlation is calculated at this data rate, the

integration interval can be varied from 1000 Hz to 50 Hz to optimally increase SNR

while easily remaining within this expected range. Atmospheric climatology is thus

not included in our Doppler model. The excess phase is therefore simply the residual

phase,

ΦE(t) = ΦR(t) (3.9)

and our estimate of the excess phase will be taken directly from the residual phase

produced from OL tracking. This will then be differentiated as in (3.6) to produce a

bending angle profile through (3.2) and (3.3), and a refractive index profile through

the inverse Abel transform (4.3).

3.2.2 Doppler Prediction

The model phase history, ΦM(t) = ΦG(t), is computed by integrating the predicted

Doppler time series. The predicted Doppler frequency is generated by calculating the

relative motion between the transmitter and the receiver. The receiver position and

velocity are determined by the GPS/INS [41] in GISMOS, and precise GPS satellite

position data are obtained from the IGS daily orbital files [28]. Interpolation of the

IGS data is required, since the position and velocity are required at a 1 kHz update

rate and the satellite positions are provided at 15 minute intervals. A degree n

polynomial is used for this interpolation [42].

Pk (t) = µk0 + µk1t+ · · ·+ µkn−1t
n−1 + µknt

n, k = x, y, z (3.10)
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Pk (t) represents the three components of the satellite position in the Earth-

Centered Earth-Fixed (ECEF) reference frame. Velocity in the ECEF reference frame

can be determined by differentiating (3.10).

dPk
dt

(t) = µk1 + 2µk2t+ · · ·+ (n− 1)µkn−1t
n−2 + nµknt

n−1, k = x, y, z (3.11)

The optimal degree for the interpolation polynomial has been found to be between 9

and 13 [42]. A degree of 10 is chosen in this work. The relative position and velocity

vectors between the transmitter and the receiver are then used to compute the model

Doppler frequency, fM(t). This is then integrated from the start of occultation, t0,

to generate the model phase ΦM(t):

ΦM(t) = 2π

∫ t

t0

fM(t′)dt′. (3.12)

3.2.3 Code Delay Prediction and Wipe-off

Code wipe-off is the removal of the PRN code modulation from (3.5), leaving

only the carrier. This is accomplished through multiplying u (t) by the PRN code

p (t− τM) at the model-predicted delay, τM . p (t) is generated by a published al-

gorithm with a period of 1023 chips [43]. The PRN code p(t) requires that the

code delay τM be predicted within one sample (≈ 30 m for the 10 MHz sample

rate). We will assume that the PRN code p(t) will be aligned in code delay τM close

enough, such that the product of the received and model-predicted codes approxi-

mately equals unity, p(t− τ)p(t− τM) ≈ 1. Code wipe-off produces the “de-spread”

signal uDS (t) = u (t) p (t− τM).

uDS (t) = A (t)D (t− τ) exp {j (2πfIF t+ Φ (t) + Φ0)}+ εDS (t) (3.13)

As the excess phase increases, this alignment will not be maintained using a geometric

model without any atmospheric climatology included, and the average of the code

product will decrease slowly. The rate of decrease is expected to be slow enough such

that the average will remain constant over the integration time, with the net effect



31

of a decrease in the apparent amplitude A(t). The subsequent analysis would remain

correct, with an effective reduction in SNR due to the code mis-alignment. p(t) only

takes values of ±1 at nearly equal probability, thus the noise in the de-spread signal,

εDS (t) = p (t− τM) ε (t), will have the same power as ε (t).

The model-predicted code delay is computed by integrating the predicted Doppler

model. CL tracking must be performed on the signal segment when the satellite is

at high elevation to provide the initial code delay and Doppler value. In case of a

rising occultation, the SNR at the start of the occultation is too low for acquisition

and CL tracking. To overcome this difficulty, a “backward tracking” method [37] was

developed to initialize the CL tracking using the signal at the end of the occultation

where the signal power is sufficiently high. After signal acquisition and CL tracking in

this manner, the rising satellite signal is then processed in reverse time, as described

in section 3.2.4.

Cross correlation of uDS(t) with a signal replica is computed over a finite time

interval, TI , which must start and end on the edge of a C/A code cycle (1023 chips).

In discrete time, this interval is a finite number of samples, representing one complete

Doppler-compensated code cycle.

To calculate the code delay, τM , at the start of each cycle we also need the actual

code rate fA (chips/sec), which can be determined from the predicted Doppler fre-

quency fM . The predicted Doppler at the beginning of the time index m, fM [m], is

computed at discrete steps in each millisecond . fL1 is the L1 signal carrier frequency

in the absence of Doppler (1575.42 MHz).

fA[m] = fN
(
1 + fM [m]/fL1

)
(3.14)

fN is the nominal code rate, 1.023 MHz for the C/A code [44]. With the actual

code rate we can calculate the samples per code cycle N [m] (a real number),

N [m] =

(
1023

chips

cycle

)(
fS
samples

second

)(
1

fA[m]

second

chips

)
(3.15)

where fS is the sampling rate of the recorder (10 MHz). Two numbers are used

to define the code delay; the index location l[m] and the fractional offset d[m]. l[m]
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(a)

(b)

Figure 3.2. The calculation of the code delay. Each block is the
length of a code cycle. Increased or decreased cycle length is due
to the Doppler. To cross-correlate the samples within a code cycle
we adjust d[m] and l[m] for location reference as the start of the
correlation in (a) Forward tracking and (b) Backward tracking. Note
that the fractional offset d[m] for both forward and backward tracking
ranges from 0 to 1, and decreases with each integration until it reaches
a negative value, at which point a sample is skipped to re-align the
integration with the code cycle in the received signal.

is a positive integer indicating the location of the IF signal sample where the code

cycle edge occurs. d[m] is the fraction of a sample indicating the offset of the code

phase at the beginning of the correlation interval.
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As Fig. 3.2 shows, the code cycle length changes when we take Doppler into

account. Normally, the code cycle length extension does not exceed IF sampling time

(1 × 10−7sec), and the next cycle starts at the same sample in the next millisecond.

To ensure the IF data with Doppler and the replica code cycle have the same phase

in the next interval, the fractional offset d[m], which, after initializing it with CL

tracking, is then decreased each code cycle to align replica code phase with IF data

code phase. In this way, d[m] and l[m] are accumulated and used to adjust the partial

code phase in successive integrations. In forward tracking (setting occultation case),

d[m+ 1] = d[m]− (N [m]− bN [m]c) (3.16)

l[m+ 1] = l[m] + bN [m]c (3.17)

Here b c is the greatest integer, or “floor”, function. For forward tracking, the

index location moves to the next sample when the fractional sample reaches a negative

value.

d[m+ 1] = d[m]− (N [m]− bN [m]c) + 1 if d[m+ 1] < 0 (3.18)

l[m+ 1] = l[m] + bN [m]c+ 1 if d[m+ 1] < 0 (3.19)

For backward tracking (rising occultations), the integration is in reverse, and the

fractional offset d[m] and index location l[m] are updated as:

d[m− 1] = d[m]− (dN [m]e −N [m]) (3.20)

l[m− 1] = l[m]− dN [m]e (3.21)

Here d e is the greatest integer plus 1, or “ceiling”, function. If fractional offset d[m]

decreases below zero, the index location moves to the next sample.
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d[m− 1] = d[m] + (N [m]− bN [m]c) if d[m− 1] < 0 (3.22)

l[m− 1] = l[m]− bN [m]c if d[m− 1] < 0 (3.23)

The mTH discrete-time correlation described in the next section is performed over

an integer number bN [m]c of samples between indices l[m] and l[m + 1]. Fig. 3.2

shows this process for both forward and backward processing.

3.2.4 Carrier Wipe-off

The next step in OL tracking is to correlate uDS (t) with a local signal v (t) gen-

erated using the model phase, ΦM (t).

v (t) = exp
{
j
(
2πfIF t+ ΦM (t)

)}
(3.24)

We integrate over time TI to produce the complex correlation sum.

z[m] =
1

TI

∫ t[m]+TI

t[m]

uDS (t) v∗ (t) dt (3.25)

The integration time TI is set to one period of the PRN code, as described above.

t[m] is the start time of this interval which equals l[m]/f s. In practice, we implement

(3.25) on the discrete-time uDS (t) by sampling v (t) at fS = 10 MHz and calculating

the discrete sum,

z[m] =

l[m+1]−l[m]∑
b=1

uDS [b+ l[m]] v∗[b,m] (3.26)

where the local signal

v[b,m] = exp

{
j

[
2π
(
fIF + fM [m]

)( b

fS

)
+ ΦM [m]

]}
(3.27)

is generated at sample index b assuming a constant Doppler fM [m] over the inte-

gration time TI . CL tracking is applied to 30 sec of high-elevation, high SNR data at

the beginning of a setting occultation or the end of a rising occultation, to detect the
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data bit edge and to determine the initial Doppler frequency fM . The index loca-

tion l[m] and fractional offset d[m] are also initialized by determining the integer and

fractional parts of the code delay τM at the last integration interval of CL tracking.

We substitute (3.13) and (3.24) into (3.25) to produce a measurement of the

average residual phase at the beginning and at the end of the interval.

z[m] = D[m]A[m]sinc
(
πfR[m]TI

)
exp

{
j

(
ΦR[m] + ΦR[m+ 1]

2

)}
+ εz[m] (3.28)

The effect of the error in the Doppler model is present in the sinc function, which

would reduce the post-correlation SNR for large residual Doppler, having a null at

fRTI = 1. Equation (3.28) also assumes that the value of the data bit D[k] remains

the same over the integration time (through aligning the bit edge with a starting

index l[0]), and that the signal amplitude A(t) does not fluctuate significantly over

this time. For backward tracking, this algorithm remains the same, but the correlation

of each code cycle is performed starting at the latest time for which OL tracking is

applied, to the beginning of the occultation event. Equation (3.26) is thus identical

for both forward and backward tracking, with m increasing in the forward method

but decreasing in the backward method.

3.2.5 Residual Phase Calculation

The complex correlation z[m] from (3.25) is coherently summed over 1 data bit

(approximately 20 ms), reducing the data rate from 1 KHz to 50 Hz.

z̄[k] =
20k∑

m=20(k−1)+1

z[m] (3.29)

This phase of z̄[k] is an estimate of the average residual phase within the one data

bit interval with an increase in the SNR by a factor of
√

20 over (3.28).

D[m] is assumed to be constant when the summation is performed across a single

data bit period. This is assured by initializing the index k at the data bit edge, first
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found through the CL tracking initialization. ī[k] and q̄[k] are the in-phase (real) and

quadrature (imaginary) components of z̄[k].

z̄[k] = ī[k] + jq̄[k] (3.30)

An estimate of the residual phase is then extracted from ī[k], q̄[k] by using a four-

quadrant arctangent function. The data bit D[k] is required for the determination

of the residual phase, and it can be obtained from an external source of global GPS

tracking stations, such as the COSMIC Bit Grabber Network [45].

φ̂R[k] = atan2

(
q̄[k]

D[k]
,
ī[k]

D[k]

)
(3.31)

Equation (3.31) produces an estimate of the wrapped residual phase, φ̂R[k], limited

to the range [−π, π]. Computing the residual phase requires maintaining a count,

C[k], of the number of accumulated integer cycles over the duration of the occultation

measurement, giving an estimate of the “unwrapped” residual phase Φ̂R[k].

Φ̂R[k] = φ̂R[k] + 2πC[k] (3.32)

Following the procedure defined in [39], the change in phase between two consecutive

20 ms samples is monitored.

S[k] = atan2

(
q̄[k]

D[k]
,
ī[k]

D[k]

)
− atan2

(
q̄[k − 1]

D[k − 1]
,
ī[k − 1]

D[k − 1]

)
(3.33)

and if the magnitude of this change exceeds π, a cycle is added or subtracted.

C[k] =


C[k − 1] + 1 if S[k] < −π

C[k − 1]− 1 if S[k] > +π

C[k − 1] , otherwise

(3.34)

Figs. 3.3 to 3.5(a) show examples of excess phase profiles extracted from ARO data

(details of the experiment are given in section 3.4). Fig. 3.3(a) and Fig. 3.4(a) also

show the results for the same occultation recorded on a CL receiver. As Fig. 3.4(a)

shows, OL tracking (solid line) produces meaningful results from the signal for at
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least 3 more minutes beyond the loss of CL tracking (gray dots) due to signal fading

in the lower atmosphere. In this example, the refractivity profile can be retrieved

down to 2.1 km with OL tracking before the noise dominates the excess phase versus

4 km with CL tracking [24]. This provides a longer set of observations extending

into the lower troposphere. The lower plots in Figs. 3.3 to 3.5 show the SNR (to be

defined later) and the aircraft heading. Fig. 3.4(b) presents a setting occultation in

which the SNR is decreasing with time. On the other hand, Fig. 3.5(b) shows a rising

occultation case, in which the SNR is increasing with time and the backward tracking

is used. In both cases, the OL tracking is able to extract and unwrap a residual phase

profile. Qualitatively, one can see that the loss of information in the OL tracking

result is correlated with a decrease in the SNR. A model for this relationship will be

developed in the next section.

3.3 Noise and Error Model

A model for the error propagation in the OL tracking is developed for two pur-

poses: First, to relate the SNR to the variance in the residual phase and, second, to

use the relationship between the phase variance and the SNR to provide a theoretical

basis for setting a threshold beyond which a refractivity profile cannot be reliably

recovered. In contrast to CL tracking, in which the receiver indicates a loss of lock at

a low SNR value, the OL tracking continues to produce a phase measurement, albeit

meaningless, even after the signal has dropped below the noise level and disappeared.

The point at which the effect of noise on the phase measurement is so large as to

produce an unacceptable bias in the retrieved refractive index sets an effective min-

imum ray-path altitude through the atmosphere. We simulate the refractivity bias

due to the failure of the unwrapping described in section 3.3.2, and set this bias as a

criterion indicating the loss of the measurement.
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3.3.1 Residual Phase PDF

In this section, we derive a model for the probability density function (PDF) of

the residual phase as a function of the SNR, and compare the variance predicted from

that model to experimental measurements from rising and setting occultations.

Expressing the model for the post-correlation signal (3.30) in polar form

z̄[k] = ŵ[k]ejφ̂
R[k] (3.35)

presents the amplitude and phase estimates and their random errors.

ŵ[k] = w[k] + εr[k], (3.36)

φ̂R[k] = φR[k] + εφ[k] (3.37)

We can assume that the in-phase and quadrature components of the noise in (3.35)

are two independent, identically distributed, Gaussian, white noise processes, with

variance σ2.

The joint PDF for ī[k] and q̄[k], conditioned on the true phase and amplitude can

therefore be written as:

ψ
(̄
i[k], q̄[k] | w[k], φR[k]

)
=

1

2πσ2
exp

{
− (̄i[k]− w[k] cosφR[k])2 + (q̄[k]− w[k] sinφR[k])2

2σ2

}
(3.38)

Given that z̄[k] and z̄[j] are independent for k 6= j, we drop the index in the

following derivation to simplify the nomenclature. Unwrapping, however, involves

the comparison of subsequent measurements between steps k and k− 1, so this index

will be re-introduced in section 3.3.2 when applying the result from this section.

With a change of variables, the joint density of ŵ and φ̂R can be derived from the

Gaussian density in (3.38)

ψw

(
ŵ, φ̂R | w, φR

)
= ŵψ

(
ŵ cos φ̂R, ŵ sin φ̂R | w, φR

)
(3.39)
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The marginal density for φ̂R can then be computed by integrating over ŵ.

ψ
(
φ̂R | w, φR

)
=

∫ ∞
0

ψ
(
ŵ, φ̂R | w, φR

)
dŵ (3.40)

giving

ψ
(
φ̂R | w, φR

)
=

1

2π
Π

(
φ̂R

2π

)
×{

exp

(
−Σ2

2

)
+ Σ

√
π

2
cos
(
φ̂R − φR

)
exp

[
−Σ2

2
sin2

(
φ̂R − φR

)] [
erf

(
1√
2

cos
(
φ̂R − φR

))
+ 1

]}
(3.41)

where Σ = w/σ is the SNR of the post-correlation signal at the kTH step [46].

Here Π(x) is the unit pulse:

Π(x) =

 1 for |x| < 1/2

0 for |x| > 1/2
(3.42)

If no signal is present, w = 0 and (3.41) simply reduces to a uniform density for

phase:

ψφ

(
φ̂R[k]

)
=

1

2π
Π

(
φ̂R[k]

2π

)
(3.43)

The amplitude ŵ can be shown to have a Rician density, which reduces to a Rayleigh

density for w = 0 [47].

This model was compared to experimental measurements of the phase variance and

SNR obtained from four occultations during research flight (RF) #18 (Section 3.4).

The phase variance of the piece-wise de-trended signal was computed using a 1 sec slid-

ing time window for the entire duration of an occultation event. The post-correlation

signal amplitude, ŵ, was obtained from the average amplitude of the complex cor-

relation ŵ =
〈√

ī2 + q̄2
〉

over each 1 sec sliding window. Noise variance, σ2, was

estimated from the variance of ī and q̄ extracted from a time period of 1 sec following

the end of the occultation. σ2 was assumed to remain constant over the duration of

the occultation. On Figs. 3.6 to 3.9, the theoretical phase standard deviation, cal-

culated by integrating (3.41), is shown as the solid lines and the data collected from
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RF18 are grey dots. Phase standard deviation was computed from the experimented

data,

σφ =
√〈

(φR − 〈φR〉)2〉 (3.44)

in which < > indicates a time average over a 1 sec sliding window. At low SNR,

the phase variance is very high and the measurements follow a random walk process,

whereas when SNR increases, the phase standard deviation in all four cases decreases

because there is less uncertainty in the in-phase and quadrature component values.

These figures show that the model for phase standard deviation accurately reproduces

the statistics of the observed phase.

3.3.2 Threshold Determination

To investigate the hypothesis that unwrapping error will eventually limit the abil-

ity of OL tracking to produce an unbiased phase and Doppler frequency observable, we

will derive a statistical model for the cumulative unwrapping error by connecting the

phase estimate φ̂R[k] PDF (3.41) with the unwrapping algorithm (3.33) and (3.34).

Assume that two consecutive phase estimates, φ̂R[k− 1], and φ̂R[k], are independent.

The joint conditional PDF can then be expressed as:

ψ
(
φ̂R[k − 1], φ̂R[k] | w[k − 1], φR[k − 1], w[k], φR[k]

)
=

ψ
(
φ̂R[k − 1] | w[k − 1], φR[k − 1]

)
ψ
(
φ̂R[k] | w[k], φR[k]

)
(3.45)

The unwrapping decision (3.34) is based on the difference in consecutive phase

measurements. This divides the (φ̂R[k − 1], φ̂R[k]) plane into 3 different regions as

shown in Fig. 3.10(a). To simulate the true excess phase without noise, we use the

Radio Occultation Simulator for Atmospheric Profiling (ROSAP) ray tracing program

[48] with the corresponding airborne occultation period and geometry. Fig. 3.10(b)

shows the ROSAP excess phase which we utilize as true phase, φR[k] and φR[k − 1]

in (3.45). An unwrapping error results when the true phase difference lies in one
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region while the phase difference estimated from the noisy signal lies in another. The

probability of an error of m cycles, in unwrapping Φ[k], is defined as

γm[k] = Pr
{(
φ̂R[k − 1], φ̂R[k]

)
∈ Um | w[k − 1], φR[k − 1], w[k], φR[k]

}
(3.46)

in which Um is one of the three regions; S[k] < π, S[k] > π, or −π < S[k] < π

described in (3.34). The specific Um corresponding to the value m will also depend

upon the φR[k] and φR[k − 1], which are the consecutive true residual phases at

time k and k − 1. The unwrapping error in cycles is in the range −2 ≤ m ≤ 2

for each pair because of the 3 possible unwrapping results (3.34) at any time k and

the 3 corresponding ”true” unwrapping results defined by φR[k] and φR[k − 1]. The

conditional probability of each of the three regions can be calculated using the joint

PDF (3.45):

γm[k] =

∫∫
Um

ψ
(
φ̂R[k − 1], φ̂R[k] | w[k − 1], φR[k − 1], w[k], φR[k]

)
dφ̂R[k − 1]dφ̂R[k]

(3.47)

Equation (3.46) describes the probability of error as a function of SNR through

(3.41), conditioned on the true phase at time step k and k−1. The unwrapping error

accumulates with subsequent time steps. The accumulated error probability Γ, can

be modeled as non-homogeneous Markov chain,

Γn[k] =
∑
j

Γj[k − 1]γn−j[k]

j = [max (−2k, n− 2) , min (n+ 2, 2k)] , n = [−2k, 2k] (3.48)

where n is the number of accumulated error cycles and Γn[k] is the probability of

having accumulated n error cycles at the k-th time step due to the noise. Γn−j[k] is

the probability of accumulating n − j cycle errors at step k, computed using (3.46).

With the probability distribution model of total error cycles at each time step, which

can be characterized by average and range of unwrapping error, we can compute the

error in excess phase.
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From this, we can assess the effect on retrieved refractivity. Performing this

calculation requires the joint distribution of the ”true” phase, φR[k], φR[k − 1]. We

use the ROSAP ray tracing program to simulate the excess phase pair (φR[k−1], φR[k])

during a typical airborne occultation period. A spherical Earth model is used with

a radius of 6370 km. In our simulation we assume constant aircraft altitude at 14

km, and an exponential atmospheric refractivity profile which has 55.2 N-units at

14 km height. We also maintain a constant SNR throughout the occultation event.

The result of Γn at the last time step, computed with different SNR values is plotted

versus unwrapping error (numbers of cycles) in Fig. 3.11.

As the result shows, when the SNR level is low, the variance of the error cycle

distribution tends to be larger (wider Gaussian in Fig. 3.11), which is expected from

the derived excess phase distribution. Noticeably, there also exists a bias in the error

cycle distribution which will increase as SNR decreases. This biases the excess phase

of the occultation signal, which exhibits a monotonic increase or decrease with time

for setting or rising occultations, respectively. The relationship between the SNR

and unwrapping bias is shown in Fig. 3.12 and Fig. 3.13. For a rising occultation, in

which excess phase is monotonically decreasing, the bias is also negative, since the

residual phase is accumulated backwards. We verified our noise model by comparing

the bias calculated by the model in (3.48) (dashed line) with the one from a simulation

implemented by adding the noise to the ROSAP wrapped phase (solid line). In this

case, both the excess phase bias magnitude and the variance increase as the SNR

decreases. The bias in the excess phase caused by low signal strength also biases the

retrieval of refractivity and affects it more severely at the end of the occultation. Our

objective is to use these findings to define a threshold to indicate when the RO data

quality is limited by the unwrapping bias and to mitigate the possibility of producing

biased retrievals.

To determine this threshold, we use the actual SNR calculated from the signal

amplitude of ARO data, along with the noise-free excess phase from a ROSAP sim-

ulation using the geometry of the corresponding case. By subtracting the modeled
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unwrapping bias from ROSAP ray tracing excess phase φR[k], we simulate the ex-

cess phase of a received signal, which contains an error due to the bias caused by

noise. The refractivity retrieved by the inverse Abel-transform of the noise-affected

excess phase shows how low SNR observations generate a bias in refractivity retrieval.

Fig. 3.14 shows fractional refractivity difference results between noisy and noise-free

signal using data from satellites PRN12 (RF18) and PRN17 (RF19) respectively.

Fig. 3.14 shows a bias for the simulated noisy profile retrievals near the surface. This

may be due to the monotonic nature of the residual phase profile, relative to the

geometric Doppler. Sokolovskiy et al. (2009) [38] argued that a Doppler model that

includes an atmospheric component may reduce this bias, therefore this is a possible

area for investigation in future work. This bias should then be considered a worst

case estimate. Murphy et al. (2014) [24], showed that over the height range where

the airborne geometric optics retrieval method is valid, the retrieval accuracy is 2%

in refractivity, the limitation being primarily strong horizontal variations in moisture

and refractivity structure in the lower troposphere. Therefore, assuming 2% target

accuracy for a threshold, we can calculate the lowest height where any bias associated

with discriminating a weak signal is below that threshold. For the case of PRN12,

although OL tracking made it possible to retrieve excess phase observations down to

the altitude of 2.1 km, the biases introduced by unwrapping error in the presence of

noise exceeds 2% below 5.3 km. In a second case, PRN17, the OL tracking excess

phase is retrieved down to 2.4 km, and the 2% refractivity error threshold is at 3.8

km. By following the same procedure with each individual case, we can theoretically

calculate the threshold that represents the lowest height allowing discrimination of a

weak signal from noise.
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3.4 Experiment

3.4.1 GISMOS

The GNSS Instrument System for Multistatic and Occultation Sensing (GIS-

MOS) was designed to use occulted and reflected GPS signals on the NSF/NCAR

High-performance Instrumented Airborne Platform for Environmental Research (HI-

APER) aircraft. The main units of GISMOS are a Symmetricom ExacTime600TM

timing receiver, an Applanix POS AVTM GPS/INS navigation system, four Trim-

ble NetRSTM survey-quality receivers and a GNSS Recording System (GRS) built

at the Johns Hopkins University Applied Physics Laboratory (JHU/APL) [49]. The

Symmetricom ExacTime 600 GPS timing receiver uses an oven-controlled crystal os-

cillator (OCXO) and provides a 10 MHz reference frequency to the GRS, POS AV

and NetRS receivers reducing the relative clock drift between them. The Applanix

POS AV GPS/INS provides accurate position and velocity of the aircraft using dual

frequency GPS measurements with 5 mm/s velocity precision to minimize Doppler

noise which contributes to refractivity errors [41].

Seven antennas were mounted on the exterior of the airplane. One is placed on top

of the aircraft and is used for positioning and velocity measurements. Two high-gain

and wide-view avionics antennas were mounted on each side of the aircraft, as well as

two high-gain, narrow vertical and wide horizontal gain antennas specially designed

for capturing RO signals. Right-Hand and Left-Hand Circularly Polarized (RHCP

and LHCP) antennas were mounted on the bottom of the fuselage for measuring

ocean surface roughness and soil moisture from the reflected GPS signals.

The GRS samples the wide-band GPS signals at 10 MHz on both L1 and L2

frequencies, and writes to a disk array with 1-bit quantization in both I and Q com-

ponents simultaneously on three channels. For occultation measurements, one chan-

nel is connected to the top antenna and the other two are connected to high-gain

side-looking antennas (starboard and port).
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GISMOS also includes survey-quality Trimble NetRS receivers. These receivers

track civilian signals on L1 and L2, and codeless military signals on L2 using conven-

tional CL tracking methods. For occultation measurements, these receivers record

carrier phase and Doppler frequency from all four high-gain and wide-view side-

looking antennas. We use the NetRS measurements as a reference for OL tracking to

verify that the same phase measurements over the overlap time periods are produced

(the gray lines in Fig. 3.3(a) and Fig. 3.4(a)). The improvement over the conventional

NetRS observation from OL tracking in terms of the duration is shown and quantified

in terms of the increased depth of the ray path in Section 3.2.5.

3.4.2 Research Flights

We analyze two data sets recorded during the Pre-Depression Investigation of

Cloud-systems in the Tropics (PREDICT) campaign which was planned to observe

developing tropical storms in the Atlantic [24]. The first data set was recorded on 13

September 2010 and the second data set was recorded on 14 September 2010, day 256

and 257 respectively. The objective of these two flights was to collect GPS RO and

droponde measurements for inter-comparison, and investigate the moisture develop-

ment during the genesis phase of hurricane Karl. A lawnmower pattern (Fig. 3.15)

was flown to attempt to regularly sample the development region, modified where

necessary (as in Fig. 3.15(a)) to avoid flying through dangerous deep convection lo-

cations. The red lines in Fig. 3.15 show the occultation tangent point paths and the

stars are the tangent point locations of nearby COSMIC spaceborne measurements.

3.5 Results

3.5.1 Observation comparisons with atmospheric soundings

In order to evaluate the performance of the ARO system, measurements from this

system were compared to other independent observations collected in the vicinity of
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the ARO profile. We compare the OL tracking excess Doppler profile for PRN06 rising

satellite with the excess Doppler simulated with ROSAP for the same occultation

geometry for a nearby radiosonde at Willemstad, Curacao (TNCC), where a sounding

was available at 12:56 UTC. We also simulated excess Doppler profiles using the model

profiles from the European Centre for Medium-range Weather Forecasts Interim Re-

Analysis (ERA-interim) [50] extracted at the closest grid point to the occultation

tangent point location.

There is a receiver clock error present in the occulting satellite signal. To eliminate

this error, we use a single difference of the excess Doppler profiles from the occulting

and a high elevation satellite recorded on the same receiver. Using a high elevation

satellite excess Doppler profile ensures that we are not removing any atmospheric

effect from the time series, but rather a common clock error. The comparison of

the difference of PRN06 and a high elevation PRN31 satellite excess doppler profiles

with the radiosonde and ERA-interim simulations are shown in Fig. 3.16(a) and

Fig. 3.16(b). These figures demonstrate that the excess Doppler obtained with the OL

tracking is consistent with the ERA-interim as well as the radiosonde simulations. The

largest differences occur between 10.4 to 10.5 hours that show up as large spikes in the

observed excess Doppler. By comparing these results with Fig. 3.3, it is evident that

the large variations in the excess Doppler coincide with the time of SNR variations

due to the change in the aircraft heading.

3.5.2 SNR Model

We also compare the SNR from orbital RO observations made in close proximity

to our airborne experiments and use a link budget to provide an explanation for the

observed differences in the SNR. In order to compare the SNR in the airborne and

spaceborne RO observations, the two measurements must be transformed to common

units. The COSMIC system documentation provided by the COSMIC Data Analysis

and Archive Center (CDAAC) [11] states that the magnitude of the SNR SNRv in
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volts from the Integrated GPS Occultation Receiver (IGOR) is proportional to the

received signal amplitude. Since the sum of the noise amplitude in one second is

modeled as a random walk, the noise magnitude accumulated in one second will grow

with the rate of the square root of the sampling rate. Therefore, the SNRv in an

interval T1 = 1 sec can be written as:

SNRv =
T1f

B · As√
T1fS · An

(3.49)

where As is the measured signal amplitude with a rate fB, and An is the single

sample noise amplitude with a sample rate of fS. The frequency fB is 50Hz since the

measured signal amplitude As =
√
ī[k]2 + q̄[k]2 is summed every 20 ms as stated in

(3.29). The sample rate fS is 20.456MHz for COSMIC. The constant An = 0.2905 is

the average noise amplitude in a single channel of the COSMIC system so that SNRv

is proportional to the received signal strength as stated in [11]. The spaceborne

SNRv can be converted to carrier-to-noise ratio (C/No), interpreted as the SNR

in power units within a 1 Hz bandwidth, more commonly used in GNSS navigation

receivers [51] [52] using

(
C/N0

)
COSMIC

= 20log10

(
SNRv√

2

)
(3.50)

For the airborne case we calculate the signal amplitude As explicitly for every

sample with the rate of fB. We set airborne An as the average of the last 500

samples in a setting case, or the first 500 samples in a rising case, well outside the

time period of interest. Since both As and An are calculated at a rate of fB, the

comparable carrier-to-noise ratio of the airborne system can be calculated directly as:

(
C/N0

)
Air

= 10log10

(
fB
(
As
An

)2
)

(3.51)

Equation (3.51) does not contain the term
√

2 because we calculate An with a complex

measurement, while a single-channel constant is used in the COSMIC system.
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RF18

COSMIC(PRN12) Airborne(PRN12)

EIRP (Eqv. isotropically radiated power) 26.4 dBW 26.4 dBW

Range 26000 km 24700 km

Path loss −159.3 dB −158.84 dB

Atmospheric loss for vertical path −0.5 dB −0.5 dB

Received Power Density −133.4 dBW/m2 −132.94

dBW/m2

Effective area of antenna −25.4 dBm2 −25.4 dBm2

Boresight antenna gain 10 dBic 9.4 dBic

Pattern loss (Directivity) 0 dB −16 dB

Received Power −148.8 dBW −164.9 dBW

Table 3.1. SNR comparison between COSMIC and airborne occul-
tation signals for nearby locations at 14.5◦ latitude for RF18 on 13
September 2010

The signal strength model is constructed based on a link budget for the GPS

satellite. The link budget includes satellite antenna transmission power, path loss,

GPS satellite antenna gain at low elevation, and atmospheric loss. At the receiver,

it includes receiving antenna effective area and receiving antenna gain in the line of

sight direction. In this link budget, a few factors account for most of the observed

differences between the spaceborne and airborne case (Table 3.1 and Table 3.2).

First of all, the range between the GPS satellite and the receiver is different in

these two cases. The signal to the airborne receiver follows a shorter path (normally

the difference is about 700 km) which should result in 0.6 dB increase due to the lower

space loss. The COSMIC and GISMOS antennas are also quite different. In both

systems the antennas designed for occultation are not omnidirectional. Therefore, the

antenna directivity, the ratio of power density in the received direction with that in
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RF19

COSMIC(PRN11) Airborne(PRN17)

EIRP (Equivalent isotropically radiated power) 26.4 dBW 26.4 dBW

Range 26000 km 24550 km

Path loss −159.3 dB −158.79 dB

Atmospheric loss for vertical path −0.5 dB −0.5 dB

Received Power Density −133.4 dBW/m2 −132.89

dBW/m2

Effective area of antenna −25.4 dBm2 −25.4 dBm2

Boresight antenna gain 10 dBic 9.4 dBic

Pattern loss (Directivity) 0 dB −8 dB

Received Power −148.8 dBW −156.9 dBW

Table 3.2. SNR comparison between COSMIC and airborne occul-
tation signals for nearby locations at 19◦ latitude for RF19 on 14
September 2010
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the direction of strongest emission, needs to be considered for the specific observation

geometry in both systems. The COSMIC and GISMOS antenna specifications [53]

were used for the gain pattern calculation and were included in the above link budgets.

The antenna gain pattern for GISMOS is shown in Fig. 3.17.

The combination of geometry data with the antenna orientation and gain patterns

for COSMIC and GISMOS can provide an accurate estimate of the receiving antenna

gain at each time step, as shown in Fig. 3.18. The effects of local multipath or ob-

struction are ignored. In these two cases the antenna directivity value is -16dB in the

beginning and -8dB in the end for RF18 PRN12 (setting) and RF19 PRN17 (rising)

satellites respectively. These two occultations were selected because of their location

nearby the only available COSMIC observations. With its higher gain antenna and

boresight observation geometry COSMIC retrievals are more accurate below 5 km.

However, many more ARO occultations were observed. For these two flights, excess

phase was retrieved below 2 km for 11 of 28 occultations and below 4 km for 24 of

28 [24] compared to 3 occultations for CL tracking. Depending on the orientation

relative to boresight for each occultation, the bias threshold differs. The geometry for

the airborne system was computed from the aircraft GPS/INS and from the IGS orbit

data for the GPS satellites as described in Section 3.2.2. For the COSMIC system

the CDAAC Precise Orbit Determination (POD) product was used. The GISMOS

system was calculated to have a lower total SNR than nearby COSMIC measurements

sampling a similar atmospheric path, primarily due to the lower antenna gain.

3.5.3 COSMIC and airborne comparison

We show the result of calibrated SNR calculations from both systems to discuss

the cause of the SNR level differences. The SNR of the GISMOS RO measurements

are compared to those from COSMIC obtained for two occultations in close proximity

as shown by the tangent point locations in Fig. 3.15. Using the calibration values de-

scribed in section 3.5.2, the comparable C/N0 of both systems are shown in Fig. 3.19.
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The time axis is not in the same scale for both platforms, because the duration of

a satellite occultation is approximately 1 minute, whereas an airborne occultation

extends on the order of 10 minutes. The two data sets are plotted together simply

for comparison of the SNR levels. The light grey dots show the airborne data and

the dark grey dots show the corresponding COSMIC data. There is a large differ-

ence in the SNR between these two systems prior to occultation when the signals

are strong. We focus here on explaining the signal strength difference during this

higher elevation angle period. The differences in signal strength between COSMIC

and GISMOS are 14 dB and 9 dB for RF18 PRN12 and RF19 PRN17, respectively.

We apply the link budget analysis from Section 3.5.2, with a simulation of the satellite

and airborne ranges, the satellite to receiver geometry, and associated antenna gain

variation (Fig. 3.18) to calculate the signal strength loss and provide this in Table

3.1.

The antenna directivity to PRN12 (RF18) is -16 dB, since the signal direction

is close to the null of the azimuth gain pattern, and the boresight gain of airborne

antenna is 9.4 dBic. The simulated range difference between airborne and spaceborne

RO accounts for about 0.5 dB. Compared to the COSMIC occultation antenna gain

which is about 10 dBic, the simulations predicted a net difference in SNR of about

-16.1 dB in Table 3.1, close to the 14dB difference observed in the figure, thus giv-

ing confidence that the noise model and the signal processing strength are properly

calibrated. By applying the same analysis to the PRN17 occultation, the antenna

gain pattern accounts for about -8 dB and the total signal strength should be -8.1

dB compared to COSMIC. The predicted difference of -8.1 dB closely matches our

observed difference of -9dB. With this analysis it is clear that the most important

factor affecting the SNR is the antenna gain pattern. The possible occultation direc-

tions span the range from +/- 180 compared to +/- 125 degrees for the spaceborne

platform. To improve the performance, a future ARO mission could use an antenna

with a wider beam in azimuth, at the expense of a narrower beam in elevation, or

a more sophisticated electronically steerable antenna incorporating GNSS technol-
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ogy developed for other applications [54]. Predicted satellite positions could also be

considered in flight mission planning to orient the main beam of the antenna in the

direction of the occultation ray path, when practical.

3.6 Couclusions

The airborne GPS RO technique has the potential to sample localized transient

events with a higher regional measurement density than what is possible with space-

borne GPS RO, and thus could become a valuable remote sensing technique for the

atmospheric science community. This paper has presented the design of an airborne

OL tracking software receiver for post-processing IF sampled data in both forward and

backward directions in time, for setting and rising occultations, respectively. With

this implementation, ARO can serve localized GPS-RO campaigns and supplement

spaceborne measurements with on-demand atmospheric profiling in desired areas of

transient events, such as tropical storms. An error model relating phase variance to

post-correlation SNR has been developed and used to derive a model for the cumu-

lative effect of phase unwrapping error. We propose a new theoretical approach to

assessing the threshold for inversion of RO profiles, based upon the net unwrapping

bias. The longer duration of ARO profiles (10 minutes vs. 1 minute for satellite) re-

sults in a larger accumulation of unwrapping error. The antenna design was found to

be a limiting feature of the GISMOS implementation, producing measurements with

SNR about 9-14 dB below COSMIC profiles collected in the same area. Whereas

airborne and satellite antennas have similar boresight gain, an aircraft’s flight path

and attitude are not fixed to a specific geometry, as an orbiting satellite would be.

Nonetheless, the results from these measurements agreed well with the theoretical

models derived in this paper. An antenna design with a wider azimuthal beam width,

at the expense of a narrower beam width in the vertical direction or electronic beam-

steering, would improve the performance of ARO retrievals, including the ability to

extract useful measurements in the lowest part of the troposphere. Consideration
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of the antenna beam orientation in the mission planning when practical, could also

improve the likelihood of high-SNR observations. In addition to lower antenna gain,

the combination of multipath [55] and reflection signal interference at lower altitude

may cause fluctuation in SNR that also contribute to the negative bias in retrieval

results, which can be investigated in future studies.
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(a)

(b)

Figure 3.3. (a) Excess phase for PRN06 recorded on the top antenna
with a conventional geodetic receiver (NRS L1: gray dots) and from
the OL tracking data (black line). (b) SNR for rising satellite PRN06
recorded on the top antenna (CH1) during RF18 on 13 September
2010 (gray dots). The heading of the aircraft is shown with black
line.
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(a)

(b)

Figure 3.4. (a) excess phase for PRN12 recorded on the starboard
antenna for the open loop tracking data (solid line) and closed loop
data (gray dot). (b) SNR for airborne occultation of setting satellite
PRN12 recorded on the starboard antenna (CH3) during RF18 on 13
September 2010, and heading of the aircraft.
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(a)

(b)

Figure 3.5. (a) excess phase for PRN17 recorded on the top antenna
for the open loop tracking data. (b) SNR for airborne occultation
of rising satellite PRN17 recorded on the top antenna (CH1) during
RF19 on 14 September 2010, and heading of the aircraft.
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Figure 3.6. Theoretical model of phase standard deviation as a func-
tion of SNR from (3.41) (black line), and residual phase standard
deviation of the observed signal (detrended over 1 second intervals)
as a function of observed SNRv (dots) for PRN12 setting occultation
recorded on CH1 top antenna during RF18.

Figure 3.7. RF18 PRN12 CH3
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Figure 3.8. RF18 PRN06 CH1

Figure 3.9. RF18 PRN06 CH3
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(a) (b)

Figure 3.10. (a) The distribution of φ̂R[k] and φ̂R[k − 1] from ob-
served airborne data. The solid line is the boundary of unwrapping
algorithm. The noisy data will increase the failure rate of unwrap-
ping. (b) The distribution of φR[k] and φR[k−1] from the polynomial
fitting of the observed airborne data, which can be regard as the noise
free excess phase.
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Figure 3.11. The probability density of the number of unwrapping
error cycles. The variance increases as SNR decreases. When the SNR
level is lower than 51 V/V the average error will have a negative bias
due to the monotonically increasing excess phase in the occultation
signal. The bias will also increase with decreased SNR.
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(a) Signal amplitude and excess phase distribution

average

(b) Signal amplitude and excess phase distribution

average(Zoom in)

Figure 3.12. The relationship between signal amplitude and excess
phase distribution for a setting case (forward tracking). The bias
calculated by the model (3.48) is shown in dashed line and the bias
simulated with the noisy ROSAP wrapped phase is shown in solid
line. The model is verified with the resemblance of the two curves.

(a) Signal amplitude and excess phase distribution

average

(b) Signal amplitude and excess phase distribution

average(Zoom in)

Figure 3.13. The relationship between signal strength and excess
phase distribution for a rising case (backward tracking). The bias
calculated by the model (3.48) is shown in dashed line and the bias
simulated with the noisy ROSAP wrapped phase is shown in solid
line.
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Figure 3.14. The refractivity fractional error with respect to height for
RF18 PRN12 (solid line) and RF19 PRN17 (dotted line). A retrieval
bias of 2% (gray line) and its corresponding heights of 5.1 km and 3.8
km are chosen as the thresholds for the tracking process.
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(a) RF18

(b) RF19

Figure 3.15. The flight paths (black dash lines) during the PREDICT
campaign on 13 September 2010 (RF18) (panel (a)) and 14 September
2010 (RF19) (panel (b)). Red lines show the tangent point locations
for each setting and rising satellite occultation during the flight, while
green lines show the occultation events examined in detail (PRN6 and
PRN12 for RF18, and PRN17 for RF19). The stars show the tangent
point location of a collocated spaceborne RO. The square denotes the
location of the radiosonde profile from TNCC station.
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(a)

(b)

Figure 3.16. (a) Observed OL tracking excess Doppler for PRN6 on 13
September 2010 (RF18) compared with the simulated excess Doppler
for propagation through the atmosphere described by a nearby ra-
diosonde profile TNCC at 12:56 UTC and by the ERA-interim model
profile at the location 13.5N 68.25W. (b) Observed excess Doppler
compared to the ERA-interim model refractivity at the four closest
grid points, illustrating the range of atmospheric variation.
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(a) (b)

Figure 3.17. Port antenna (a) azimuth and (b) elevation directivity.
The azimuth and elevation in this figure are defined in the antenna
body frame. 0◦ in both azimuth and elevation are oriented toward
the horizon, 90 degrees in azimuth points forward and 90◦ in elevation
points at zenith. A null exists at −60◦in the antenna azimuth. The
antenna gain is calculated as the sum of boresight gain (9.4 dBic) and
pattern loss (directivity).
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(a)

(b)

Figure 3.18. (a) Azimuth with respect to side-looking direction
(dashed) and elevation angle (dot-dashed) for line-of-sight from the
airborne antenna to the satellite for setting occultation of PRN12 on
the starboard antenna (CH3) during RF18. The simulated variation
of antenna gain for the side-looking antenna (black) is shown on the
right axis. (b) Azimuth, elevation angle, and gain for rising occulta-
tion of PRN 17 on the starboard antenna (CH3) during RF19.



67

(a)

(b)

Figure 3.19. (a) Comparison of the SNR from the airborne (PRN12)
(light gray dots) and spaceborne (PRN29) (dark gray dots) RO mea-
surements on 13 September 2010 (RF18) in C/No. (b) Comparison of
the SNR from the airborne (PRN17) (light gray dots) and spaceborne
(PRN11) (dark gray dots) RO measurements on 14 September 2010
(RF19) in C/No. The dots are the 50 Hz data and the solid line shows
the moving average with an 0.8 sec window. Note that time scales
are different for spaceborne and airborne profiles.
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4. Implementation of the phase matching (PM) method for

the GPS airborne radio occultation (ARO) system

(MANUSCRIPT: To Be Submitted to Journal of Geophysical Research)

ABSTRACT

Airborne radio occultation (ARO) is a remote sensing technique for atmospheric

sounding using the Global Positioning System (GPS) signals received by the aircraft.

The atmospheric refractivity profile and parameters can be retrieved by measuring the

signal delay due to the refractive medium it traverses. The ARO system is developed

to complement the spaceborne RO system, which cannot provide dense soundings in

a specific area. To observe transient events, such as tropical storms, with temporal

resolution, an ARO system along with localized GPS-RO campaigns is needed to

assist the limited observation range of traditional spaceborne RO systems.

However, both systems can suffer multipath ray propagation in the lower tro-

posphere if there are strong refractivity gradients due to a highly variable moisture

distribution. Atmospheric multipath will cause superimposed signals with different

Doppler frequencies to be received at the same time, interfering with tracking as well

as complicating retrievals. To untangle the bending angle with the corresponding im-

pact parameter of each signal path, Radio-Holographic (RH) methods such as Phase

Matching (PM) have been developed for spaceborne platforms. In this paper, the PM

method is adapted for the ARO technique to reduce the negative bias in refractivty

retrieval due to multipath effects. The phase matching functions are derived for both

positive and negative elevation ray paths in ARO geometry, and the Method of Sta-

tionary Phase (MSP) is applied to determine the ARO partial bending angle. Under

the assumption of spherically symmetric atmosphere, ARO PM can distinguish sub-

signals with different impact parameters and provide more accurate bending angle
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retrieval. In addition, the climatological model and pre-filtering are utilized to pro-

cess the ARO excess phase to enhance the SNR and decrease the unwrapping error

rate. The retrieval results are presented of a flight campaign during September 2010

using ARO PM. With a climatological model and ARO PM, the refractivity fractional

difference with ERA-I model can be maintained at an average 2% above a height of

2 km. Compared to the traditional geometrical optics (GO) method, the ARO PM

can effectively decrease the refractivity negative bias up to 2 to 3% and significantly

improve the retrieval accuracy of ARO.

4.1 Introduction

A radio occultation (RO) event occurs when the signal from a setting or rising GPS

satellite is occulted by the Earth’s limb before arriving at a receiver. The atmosphere

causes signal refraction which induces a bending of the ray path and delay in the

signal. The cumulative effect of this refraction is observed as a time-varying excess

phase in the received signal. Excess phase can be inverted to retrieve atmospheric

refractivity, pressure, temperature or water vapor profiles ( [3]). Several GPS RO

missions have demonstrated that this technique can accurately measure atmospheric

temperature and has great potential for improving global weather prediction ( [4]

and [5]). Currently, even with thousands of profiles daily, GPS - Low Earth Orbit

(GPS-LEO) systems cannot provide dense sounding measurements in a specific area

within a given time period due to orbit constraints and the limited number of available

receiver satellites. GPS RO measurements using a receiver onboard an airplane can

overcome this limitation because of an aircraft’s mobility and availability.

[2] described the retrieval of atmospheric profiles using the Abel inversion, a

fundamental principle for the RO technique. [14] proposed a modified version of the

Abel inversion for occultation measurements from a receiver within the atmosphere.

The airborne RO (ARO) proof-of-concept was demonstrated by [18] with flights of the

GNSS Instrument System for Multistatic and Occultation Sensing (GISMOS) over
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tropical storms. The difference in the retrieval algorithm for the airborne geometry as

compared to satellite RO accounts for the contribution of the atmosphere above the

aircraft. The ARO geometry is shown in Figure 4.1. Under the spherical symmetry

assumption, there is a corresponding positive elevation angle ray with the impact

parameter a = nrsinψ for every negative elevation angle ray having the same impact

parameter, where n is the refractive index , r is the distance of each location on the

ray path to the center of curvature and ψ is the incident angle. The bending angle

of the ray path in positive and negative elevation region are given by [14]:

αP = −
∫ nGrG

nArA

a√
x2 − a2

dln (n)

dx
dx (4.1)

αN = −2

∫ nArA

noro

a√
x2 − a2

dln (n)

dx
dx−

∫ nGrG

nArA

a√
x2 − a2

dln (n)

dx
dx (4.2)

in which, rG and rA are the distance from GPS transmitter and the aircraft receiver

to the center of curvature of Earth, respectively. θ is the “open angle” between rG

and rA at the center of curvature. We can also define ro as the distance between

the tangent point to the center of curvature, which is the point closest to the the

center of curvature in a ray path. nA, nG and no are the refraction indexes at the

location of the ARO receiver, GPS satellite and the tangent point. nG is usually set

as zero due to the vacuum status of the GPS satellite location. Both the positive

elevation bending angle αP and the negative elevation bending angle αN are shown

in Figure 4.1. In airborne RO, the partial bending angle, α′ (a) = αN (a) − αP (a),

defined as the subtraction of the positive elevation angle bending from the negative

elevation angle bending, can be inverted to produce refractivity profiles below the

receiver height ( [14] and [23]). The refractive index n can be calculated through the

inverse Abel transform operating on the bending angle profile,

n (x) = nAexp

[
1

π

∫ nArA

x

α′ (a)√
a2 − x2

da

]
(4.3)

The independent variable x = nr will give the radius r at which the refractive

index n(r) is retrieved. In order to utilize this algorithm for ARO refractivity retrieval,
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a bending angle calculation incorporating both positive and negative elevations is

required. The classical Geometric Optics (GO) inversion is currently applied to the

ARO partial bending angle measurements for refractivity retrieval, and the full theory

is described in [23], [18] and [24].

The GO method, however, is valid only under the assumption that the received

signal is transmitted by single ray path through the atmosphere. Due to the highly

variable moisture distribution in the lower troposphere, the received ARO signal

will suffer multipath effects from strong refractivity gradients in practice ( [24], [56],

and [27]). The bending angle calculation with GO under severe interference will then

produce multiple values at a given impact parameter because of GO’s inability to

identify the superposition signals from multiple ray paths. To decrease the strong

oscillation in bending angle - impact parameter calculation, the smoothing upon

excess Doppler is essential to remove the high frequency components. This filtering,

however, will erase not only the high frequency noise but also the refractivity profile

information carried by multipath interference ( [56]). As a result, the bending angle

- impact parameter curve will be negative biased because of the ”humps” caused

by multipath in positive bending angle direction are smoothed. In addition, the

method of maintaining the monotonic property of the partial bending angle - impact

parameter function α′(a) by force also forms a negative bias in refractivity retrieval [9].

The negative bias of mean refractivity difference can be observed in ARO below

8 km height, where the moisture variation starts growing and causes interference

in the received signal [24]. In [22] it is shown that the negative refractivity bias

will decrease the reliability of ARO measurements and eventually limit the height

of the retrieval profile. To enable refractivity retrievals when the assumption is not

valid and extend the penetration to lower altitudes, Radio-Holographic (RH) methods

have been developed and applied to spaceborne RO measurements. Among several

proposed RH methods, the canonical transform (CT) [57], the full spectrum inversion

(FSI) [25], and the phase matching (PM) [58], which utilizes the Fourier Integral

Operator (FIO) are the most commonly used for spaceborne platform. CT, however,
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needs the back-propagation of the electromagnetic field to a straight line before it

can be applied to the measurement, and this causes high computing complexity.

On the other hand, the FSI can process the multipath measurement efficiently, but

approximation corrections of radial variation are required to generalize FSI onto non-

circular satellite orbits. In this paper, the PM method is modified to incorporate the

airborne version of the Abel inversion because of its efficiency, along with its ability to

be applied to a non-circular orbit, which is normally the case for aircraft trajectories.

Compared to the GO method, the modified ARO PM method can largely decrease the

negative refractivity retrieval bias and extend valid ARO profile height. This verifies

the occurrence of the multipath effect in the lower troposphere. This paper describes

the steps for applying the PM adaptation to airborne platforms, as well as the signal

pre-processing for bending angle retrieval. In Section 4.2, the excess phase extraction

in open-loop (OL) tracking using a climatological model with filtering is introduced

to enhance the signal to noise ratio (SNR) and increase the available duration of

an ARO event. The spaceborne PM method is briefly reviewed in Section 4.3, and

its modification for ARO geometry is also derived and described. The refractivity

retrieval result using realistic ARO experiment campaign data is shown, and the

comparison between ARO PM and the traditional GO method is discussed in Section

4.4. Conclusions are provided in Section 4.6.

4.2 Climatological Model in OL Tracking

The OL processing described in [22] is useful for excess phase information extrac-

tion for each ARO event. As shown in [22], the ARO excess phase normally will

not exceeds 6Hz. At this range, it is not necessary to apply an extra model to the

Doppler prediction to decrease the frequency difference between the received signal

and the local signal replica for sampling below Nyquist rate. However, the error

model derived in [22] indicates the unwrapping error rate in excess phase calculation

is highly related to SNR. More unwrapping error tends to occur when SNR is low,
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which usually happens at the end and the beginning of an occultation period, in

setting and rising cases, respectively. The cycle slip caused by unwrapping error will

more likely accumulate in the direction of the opposite sign of the residual Doppler.

As a result, the observed excess phase contains significant negative bias when the tan-

gent point height is located at low altitudes. This causes a negatively biased bending

angle profile which are propagated to refractivity retrieval. To decrease the negative

refractivity bias due to accumulated unwrapping error, a closer Doppler prediction

for local signal replica is required for two reasons. First, a more accurate Doppler

model will lead to a smaller residual phase, which may greatly decrease the amount

of unwrapping and the probability to accumulate error. Second, the correlation am-

plitude between a received and a local signal can be magnified when the Doppler

difference is reduced, thus increasing the received SNR and lowering the unwrapping

error rate. [38] suggested that a more accurate Doppler model can effectively increase

the SNR of the correlated result and decrease the bias of the mean signal frequency.

In this research climatological Doppler estimation is used in Doppler prediction for

more accurate signal replica generation of post-processing OL tracking in ARO.

For climatological excess phase estimation, the monthly mean refractivity profiles

from the Climate Impact on Regional Air Quality (CIRA-Q) model [59] are utilized.

In this research, the flight month (September) and approximate path latitude (20

degree) are provided, along with the interpolation method (Spline in the vertical

direction and linear in the lateral direction) to retrieve average refractivity profiles.

The profiles were then interpolated from the surface to a 20 km height with 0.1 km

resolution. The excess phase caused by climatological refractivity profiles can be

simulated with the Radio Occultation Simulator for Atmospheric Profiling (ROSAP)

( [48]) ray tracing program. This program provides the excess phase Φc[k] with given

oblateness-corrected satellite and aircraft geometry for the corresponding airborne

occultation period. This estimated excess phase Φc[k] will then be added back into

the geometric phase to generate a more accurate phase model for OL tracking. The

residual phase, which is defined as the phase difference between the received and
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local generated signal, can be calculated from the in-phase and quadrature phase

measurement of the complex correlation result by OL tracking,

ΦR[k] = U

{
atan2

(
q[k]

D[k]
,
i[k]

D[k]

)}
(4.4)

in which ΦR[k] is the residual phase at time sample k, i[k] and q[k] are the in-phase

(real) and quadrature (imaginary) components of the correlation complex, and U is

the unwrapping operator in [22]. Therefore, the signal’s total phase can be acquired

by summing the residual phase result with the modeled phase:

Φ[k] = ΦR[k] +
(
ΦG[k] + Φc[k]

)
(4.5)

where Φ[k] is the total phase of the received signal, ΦG is the predicted geometric

phase and Φe is the excess phase estimation from ROSAP using the climatological

model. Note that with climatological modeled phase Φc[k], the accumulated residual

phase ΦR[k] will be much less in order to maintain the same signal total phase. In

general, by using the climatological model the residual Doppler can be reduced to

under 2 Hz, which can greatly decrease the unwrapping number. Furthermore, the

low frequency characteristic of the residual Doppler allows for filtering to be applied

to the observed signal. In this paper, a 2 Hz bandwidth low-pass filter is used on

the 50 Hz complex measurement of the correlation result before the residual phase

calculation to decrease the unwrapping error rate. This filtering will largely reduce

the noise power and further improve the signal SNR (V/V) to about 3.5 times.

Figure 4.2 shows the SNR, excess phase, bending angle profile using PM, and

the refractivity retrieval result with and without the assistance of the climatological

model in one of the ARO setting cases (RF19 PRN01). As Figure 4.2(a) shows, the

SNR will be greatly enhanced by filtering the correlation result. It can be observed

that at the end of occultation, the signal with the climatological model can still

be identified while the one without the climatological model has already vanished.

This is because the more accurately modeled phase prediction can keep the Doppler

difference sufficiently small over a longer duration in order to generate correlation
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results in OL tracking. As a result, the valid ARO period using the climatological

model is extended. To assess the improvement of the climatological model on signal

phase, the excess phase is utilized:

ΦE[k] = ΦR[k] + Φc[k] (4.6)

The excess phase calculation without climatological model assistance shown in

Figure 4.2(b) entered into random walk status approximately at hour 16, which in-

dicates the OL processing can no longer track the signal at this stage. The OL

processing with climatological model assistance, however, is able to keep tracking the

signal through hour 16.1 before the excess phase distributed as a random walk. This

extra 6 minutes in ARO data can effectively extend the lower limit of the ARO refrac-

tivity profile altitude and provide us valuable information in the lower troposphere.

As the PM result shown in Figure 4.2(c), the measurement of the random walk at the

end of occultation causes large negative bias at lower altitude, which will be propa-

gated to refractivity retrieval as shown in Figure 4.2(d). With a climatological model

and filtering, one can extend the effective ARO range down to the surface, which was

previously limited by measurement error due to noise below 4 km.

4.3 Airborne Phase Matching (PM) Method

Radio Holographic (RH) methods can discriminate the signals from multiple ray

paths using the complex signal obtained from open loop (OL) tracking. Phase Match-

ing (PM) [58] is one of the RH methods that utilizes the method of stationary phase

(MSP) to calculate the bending angle profile and its corresponding impact parameter

for a noncircular orbit or flight path. In this research we modify PM to adapt the

method to airborne platforms and decrease the impact of multipath effects compared

to the traditional geometric optical method. The derivation and other details of PM

are described in [58], and here we will focus only on the modification and implemen-

tation of the method to the ARO environment. The geometry of the ARO system
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is shown in Figure 4.1. During the occultation period, both rG(θ) and rA(θ) are

functions of the open angle θ. Under the assumption of spherically symmetrical dis-

tribution of atmosphere refractivity, each ray in a occultation event can be identified

by its impact parameter a. In multipath regions, the received signal with total phase

Φ is the combination of many subsignals of phase Φj transmitted along different sig-

nal paths with distinct impact parameter aj. The total phase Φj for each subsignal

is related to the length of the ray path L, in radians:

Φj = L− L0 (4.7)

in which j denotes the index of the subsignal, and L0 is the constant of the initial

ray path length at the beginning of the occultation. In the spaceborne case, the

length of each ray path LS, in radians, can be expressed [25] as:

LS = k

∫ rL

ro

n
nr√

n2r2 − a2
dr + k

∫ rG

ro

n
nr√

n2r2 − a2
dr (4.8)

= ka
[
θ − cos−1 (a/rL)− cos−1 (a/rG)

]
+ k
√
r2
L − a2 + k

√
r2
G − a2

−2k

∫ ∞
a

√
x2 − a2

dln (n)

dx
dx

where rL is the distance between LEO satellite to the center of curvature, x =

rn(r) is the refractional radius, and k is the wave number. The last term in Equation

(4.8) can be written as the integral of the bending angle α:

−2k

∫ ∞
a

√
x2 − a2

dln (n)

dx
dx = k

∫ ∞
a

αda (4.9)

This ray path expression needs to be modified in ARO for two reasons, however.

First, the ARO receiver is located inside the Earth atmosphere where the refractive

index at the receiver cannot be neglected. Second, the two distinctive ARO ray path

groups, positive elevation and negative elevation, should be treated differently. In

contrast to the negative elevation ARO and spaceborne RO ray path, in positive

elevation ARO events the transmitter and the receiver located at the same side of ray
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path relative to the tangent point. Therefore, in airborne PM we modify the signal

path expression in the positive elevation to:

LA,p = −k
∫ rA

ro

n
nr√

n2r2 − a2
dr + k

∫ rG

ro

n
nr√

n2r2 − a2
dr (4.10)

= ka

[
θ + cos−1

(
a

nArA

)
− cos−1

(
a

rG

)]
− k
√
n2
Ar

2
A − a2 + k

√
r2
G − a2

+k

∫ nArA

noro

√
x2 − a2

dln (n)

dx
dx− k

∫ nGrG

noro

√
x2 − a2

dln (n)

dx
dx

Note that the nArA is used in Equation (4.10) instead of rA. The term nA is essen-

tial in airborne case since the receiver remains in the atmosphere, and the refraction

index at the receiver location will not be unity. In practice, nA can be calculated by

in situ flight level data ( [24]). A negative sign is added to the first term of Equation

(4.10) because the transmitter and the receiver are located on the same side, and the

path length from the tangent point to the receiver should be subtracted from the path

between the tangent point and transmitter in the calculation of the total path length.

The sum of the last two terms can be derived with Equation (4.1) as the integral of

the bending angle with respect to the impact parameter in positive elevation:

k

∫ nArA

noro

√
x2 − a2

dln (n)

dx
dx− k

∫ nGrG

noro

√
x2 − a2

dln (n)

dx
dx = k

∫ ∞
a

αPda (4.11)

On the other hand, for negative elevation, the airborne ray path length function

will be the same as for a spaceborne platform since the receiver location is at the

different side of the path as in the spaceborn case, except the term nA should also be

included:

LA,n = k

∫ rA

ro

n
nr√

n2r2 − a2
dr + k

∫ rG

ro

n
nr√

n2r2 − a2
dr (4.12)

= ka

[
θ − cos−1

(
a

nArA

)
− cos−1

(
a

rG

)]
+ k
√
n2
Ar

2
A − a2 + k

√
r2
G − a2

−k
∫ nArA

noro

√
x2 − a2

dln (n)

dx
dx− k

∫ nGrG

noro

√
x2 − a2

dln (n)

dx
dx
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and the last two terms can also be expressed with positive bending angle by

equation (4.2):

−k
∫ nArA

noro

√
x2 − a2

dln (n)

dx
dx− k

∫ nGrG

noro

√
x2 − a2

dln (n)

dx
dx = k

∫ ∞
a

αNda (4.13)

Since the last two terms are independent of time, or the open angle θ, the derivative

of the path length with respect to θ can be written as:

LA,p
dθ

= k

[
−
√
n2
Ar

2
A − a2

i

nArA

(
rA
dnA
dθ

+ nA
drA
dθ

)
+

√
r2
G − a2

i

rG

drG
dθ

]
+ kai (4.14)

LA,n
dθ

= k

[√
n2
Ar

2
A − a2

i

nArA

(
rA
dnA
dθ

+ nA
drA
dθ

)
+

√
r2
G − a2

i

rG

drG
dθ

]
+ kai (4.15)

The objective of the ARO PM is to acquire the bending angle information αp and

αn from the total phase measurement Φ. To extract the bending angle, one must

know the geometry of each subsignal ray path in advance as well as its corresponding

arriving open angle. This can be done by the Method of Stationary Phase (MSP). If

the phase matching functions are chosen as:

Sp(aj, θ) = kaj

[
θ + cos−1

(
aj

nArA

)
− cos−1

(
aj
rG

)]
− k
√
n2
Ar

2
A − a2

j + k
√
r2
G − a2

j

(4.16)

Sn(aj, θ) = kaj

[
θ − cos−1

(
aj

nArA

)
− cos−1

(
aj
rG

)]
+ k
√
n2
Ar

2
A − a2

j + k
√
r2
G − a2

j

(4.17)

where aj is the impact parameter for each subsignal we chose, then the derivative

of the phase matching function dSp/dθ and dSn/dθ will be equal to the path length

derivative dLA,p/dθ (Equation 4.14) and dLA,n/dθ (Equation 4.15) respectively only

when the impact parameter of the subsignal a is identical with the chosen aj. These
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two phase matching functions, which can be regarded as the approximation of the

ray paths, consist of two straight lines from the GPS transceiver to the impact pa-

rameter and an arc to connect both lines. The paths are illustrated in Figure 4.3.

For positive elevation (Figure 4.3(a)), the ray path is approximated as the receiver

straight line (gray dashed line) subtracted from the sum of the transmitter straight

line and the arc (gray solid line) due to the negative sign of the first term in Equation

(4.10). In contrast, in the negative elevation case both straight lines to the transmit-

ter and the receiver as well as the arc are summed to approximate the ray path. The

approximation functions are useful when calculating the stationary phase with MSP

integral. We can integrate the phase difference between the observed total phase and

the constructed path length phase function S (aj, θ) at each θ:

v(aj) =

∫
A (θ) exp [iΦ (θ)− iS (aj, θ)] dθ (4.18)

where A is the amplitude and Φ is the total phase of the received signal. By MSP,

this integration function with given impact parameter aj in (4.18) will be a complex

number in which its phase is equal to the phase difference between the subsignal and

the phase matching function at a stationary point θs,j,

v(aj) ∼=

√
2πi

Φ̈j (θs,j)− S̈ (aj, θs,j)
A(θs,j)exp [iΦj(θs,j)− ikS (a, θs,j)] (4.19)

The rapid phase change will cause the integral to vanish if the subsignal’s station-

ary point doesn’t exist. As a result, only a subsignal received during the occultation

period will cause the integral to converge to a nonzero value. The stationary point

θs,j, which is different for each subsignal, is determined as the open angle when the

derivative of the received subsignal phase and the ray path length phase with respect

to the open angle are equal:

dΦj(θ)

dθ
=
S(aj, θ)

dθ
(4.20)
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By combining the Equations (4.7), (4.16) and (4.17), the equality in Equation

(4.20) only exists when the subsignal arriving at stationary point θs,j has the impact

parameter aj. In this way the complex number with the phase of the difference

between observed subsignal and calculated ray path can be calculated for each aj

without knowing its corresponding θ(aj) previously. The result is a complex function

of impact parameter a,

v(a) = B (a) exp [iΨ (a)] (4.21)

The phase of v (a), Ψ (a), is the result of the last two terms of Equations (4.10) and

(4.12). In practice, Ψ (a) can be smoothed to remove noise. Differentiation of Ψ (a)

with respect to the impact parameter will then give the value of the corresponding

bending angle of given impact parameter a:

α(a) = −k−1dΨ (a)

da
(4.22)

The bending angle profile for positive and negative elevation angles can be calcu-

lated separately with Equations (4.21) and (4.22) at corresponding times in an ARO

period. We can then acquire the partial bending angle profile and use this for the

ARO inverse Abel transform described in Section 1.

4.4 Results

The hardware installation of GISMOS was described by [22] and [24]. In this

research the data sets recorded during the Pre-Depression Investigation of Cloud-

systems in the Tropics (PREDICT) campaign are analyzed. This flight campaign

was planned to investigate the moisture development during the genesis phase of hur-

ricane Karl ( [24]) and the flight path crossed the Caribbean Sea while the cyclone

system moved west during the campaign. The data sets from five research flights used

in this research were recorded on 9, 11, 12, 13, and 14, September 2010. These four

flights are numbered as RF14, RF16, RF17, RF18, and RF19, respectively. The flight
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trajectories are shown in Figure 4.4. As Figure 4.4 shows, a modified lawnmower pat-

tern was flown to regularly sample the development region, except for the avoidance

of deep convection locations. The significant amount of moisture at lower altitudes

due to the tropical oceanic area that the flight passed through, as well as the timing

of the campaign in late summer, was expected to cause multipath effect and interfere

with RO measurements. These five research flight trajectories are further examined

in Figure 4.5, and each occultation event used for processing is marked. In ARO, the

tangent point drift usually exceeds 400 km horizontally and is represented as grey

dash lines in Figure 4.5. The x marks are the locations of the occultation points for

each occultation, defined as the location of tangent point at 5.9 km altitude. There

are 13, 8, 10, 13, and 15 occultation events occur in RF14, RF16, RF17, RF18, and

RF19 respectively, and therefore 59 ARO events in total. The GO and PM methods

are applied to these recorded ARO data and the refractivity profile for each case is

retrieved by inverse Abel. The retrieved refractivities are then compared with those

from the ERA-interim model at the closest grid to the occultation point.

The results of GO and PM of each research flights are shown in the top and

bottom panels respectively for each subfigure of Figure 4.6. The grey lines are the

refractivity retrieval of each case, the black solid lines are the retrieval average of the

specific research flight, and the black dash line indicate the 1-σ range of the retrieval.

It can be observed that the refractivity retrieval by using GO will be negatively biased

compared to ERA-I model below 7 km, which is about the height where the amount

of the moisture start accumulating. The biased refractivity fractional difference varies

in each cases, while the mean negative bias of −2% to −5% are shown between 2 to 6

km which suggests the occurrence of the multipath effect at lower troposphere. This

bias can be greatly reduced by using PM instead of GO for bending angle calculation.

As shown in PM results for each research flight, the mean fractional difference can

be maintained between −2% to 2% above 2 km. The refractivity retrieval compared

to the ERA-I model for all 59 cases are shown in Figure 4.7. As the figure shows the

mean fractional difference start being biased from 7 km, and the bias reaches −3%
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at about 5 km through the surface. In contrast, the mean fractional difference using

PM is less than 1% until 2 km height and just slightly biased at 2 to 4 km. The

fractional difference standard deviation in both GO and PM are increasing in lower

troposphere, but 2% s.t.d of PM is slightly better than 3% s.t.d by using GO. This

unbiased and more accurate result above 2 km using PM can greatly improve the

performance of data assimilation in weather prediction models.

Both mean refractivity fractional difference for GO and PM are shown in Figure

4.8 for each research flight. The fractional difference have 2% increment in average

from 2 to 6 km when calculated by PM, and 1% from 6 to 8 km. This increment, which

normally complement the negative bias at lower height, varies from 0 to 4% in different

research flights. The variation might depends on the regional moisture distribution,

flight path, the location of occultation occurrence, and the tangent point trajectories

for each research flight experiment. In addition, although the ERA-I model is used as

a reference in the research, this measurement dependent model should not be taken

as the absolute ”truth” of the environment. Note that both refractivity retrieval with

PM and GO in RF17 have a sharp decreasing at about 5 km altitude compared to the

ERA-I model. This sudden drop in refractivity retrieval may related to the location

difference between the occultation points which locates inside the Karl system, and

the dropsondes which were released at flight path that avoid the deep convection.

In this particular case ARO measurement may provide more reliable information for

atmosphere refractivity profile calculation. The PM and GO results compared to the

nearby dropsondes measurements are shown in Figure 4.9. The reference dropsonde

profiles are picked within 3 hours and 250 km difference in time and distance from the

occultation points. The comparison shown in Figure 4.9 contains 44 ARO results in

total due to the time and distance criteria could not be satisfy for every occultations.

As the figure shows, the standard deviation is larger at lower troposphere in both PM

and GO compared to that with ERA-I model. However, the improvement of more

than 2% in refractivity retrieval can still be observed from 2 to 6 km.
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4.5 Error Analysis

One of the most obvious error in PM results is the retrieval under 2 km. As shown

in Figure 4.7 and Figure 4.9, the biased fractional difference can reach −5% when

compared to ERA-I model close to the surface, and even reach −8% when compared

to the dropsonde data. The serious negative bias which makes ARO measurements

almost not usable below 2 km can be explained by two causes. The first reason

is the low SNR of the received ARO signal at lower altitude. At this altitude the

residual signal phase in OL tracking could be mainly composed of Gaussian noise

due to extremely weak received signal strength. The unwrapped residual phase will

then become random walk with zero mean, which cause the refractivity retrieval is

calculated only by known geometrical and climatological models. As a result, the

refractivity retrieval will converge to the climatological refractivity profile at lower

altitude. The climatological refractivity profile for each ARO case from RF16 to

RF19 compared to the corresponding ERA-I model are shown in Figure 4.10. It can

be seen that the climatological model has −5% negative bias at the surface compared

to ERA-I, which can approximately explain the −5% bias observed in Figure 4.7.

Another reason which could cause the negative bias is the cut-off time in OL tracking

which was stated in [26]. Since the large bending angle subsignals are always received

in low elevation, earlier cut-off time in setting cases or later cut-off time in rising cases

could truncate the subsignals with larger bending angle and causing negative bias in

PM. In this research the cut-off time is set when the single ray path given by ROSAP

ray tracing program touches the surface of the earth. This cut-off time determination

might be too conservative that the following large bending subsignals are truncated,

which cause negative bias when calculating the bending angle.

Another error can be observed when the bending angle and refracitivity retrieval

are applied on setting and rising cases separately. The retrieval results of the setting

and rising cases compared to ERA-I model are shown in Figure 4.11. It can be

observed in the figure that the fractional difference of the rising cases have positive
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bias at about 0.5 to 1% at all altitude, whereas the negative bias of 1 to 2% are

shown in the setting cases. Currently no conclusion is made for the cause of this

rising-setting bias, which will be studied and investigated in the future.

4.6 Conclusion

As a complementary system for regional atmospheric sounding to assist traditional

spaceborne GPS RO, the negative biased refractivity retrieval caused by mis-modeling

and multipath effect at lower troposphere will downgrades the applicability of the

ARO data. To reduce the negative bias, this paper utilize the combination of climat-

plogical model and the ray tracing program to provide more accurate phase model

and enhance the SNR at lower heights. Large amount of unwrapping error in excess

phase can thus be removed by reducing the number of unwrapping and decreasing

the unwrapping error rate. In addition, we adapt the PM method to the airborne

platform to distinguish different subsignals arriving at the same time and untangle

the multipath of the GPS RO signal due to complicated structure of moisture varia-

tion. The using of radio holographic method can greatly improve the bending angle

calculation and decrease the refractivity retrieval negative bias from −3% fractional

difference to less than −1% in average between 2 and 8 km height while retaining

2% standard deviation. A negative bias using PM can still be observed below 2 km,

which might caused by higher cut-off height and extremely low SNR due to low ele-

vation and limited antenna gain pattern. The refractivity retrieval bias in rising and

setting case could also attributes to forward and backward OL tracking difference

which should be further investigated in the future studies.
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(a)

(b)

Figure 4.1. The ARO geometry for (a) positive elevation and (b)
negative elevation. a is the impact parameter, rA and rG are the
distance from the center of curvature to the aircraft and GPS satellite,
respectively. θ is the open angle, and αP and αN are the bending
angles. As the figure shows, there is a corresponding positive elevation
angle ray with the impact parameter a for every negative elevation
angle ray having the same impact parameter
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(a)

(b)
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(c)

(d)

Figure 4.2. The (a) SNR (b) excess phase (c) bending angle and (d)
refractivity retrieval of the case RF19 PRN01 using the phase model
with and without the assistance of the climatological model. The
SNR is largely increased at the end of occultation when using the
climatological model, which allows the excess phase to be calculated
after hour 16. Note that the sudden SNR change at hour 15.8 is due
to the turns made by the aircraft. The phase matching method is
used in both cases, and the reduction of the unwrapping error largely
decrease the negative bias at lower height.
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(a)

(b)

Figure 4.3. The ray path approximation used in ARO phase matching
for (a) positive elevation and (b) negative elevation. Note that in this
approximation the ray path end is at the point where its distance to
the center of curvature is nArA instead of rA.
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Figure 4.4. The flight path of all four research flights in the PREDICT
campaign which crossed the Caribbean Sea on 11 to 14 September,
2010 to observe the cyclogenesis process of hurricane Karl. Each flight
is identified by different line styles.
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(a)

(b)
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(c)

(d)
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(e)

Figure 4.5. The maps for each research flight of (a)RF14 (b)RF16
(c)RF17 (d)RF18 (e)RF19. The flight trajectories are plotted with
solid black lines. The grey dashed line is the tangent point drift for
each occultation, and the black cross is the occultation point which is
located at the tangent point location at 5.9 km height.
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(a)

(b)
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(c)

(d)
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(e)

(f)
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(g)

(h)
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(i)

(j)

Figure 4.6. The fractional difference of the ARO refractivity retrieval
compared to the ERA-I model for (a)(b)RF14 (c)(d)RF16 (e)(f)RF17
(g)(h)RF18 (i)(j)RF19. The first subfigure of each page is calculated
by GO, while the second is calculated by PM. Grey lines are the
retrievals for each case, black solid line is the average, and the dashed
line is the range of 1-σ. The retrieval results between 2 to 8 km are
greatly improved while using PM.
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(a)

(b)

Figure 4.7. Same as Figure 4.6 but all 5 research flights are shown in
the same figure. In average the results by using PM can maintain 1%
error above 2 km.
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(a)

(b)
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(c)

(d)
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(e)

(f)

Figure 4.8. Average fractional difference for (a)RF14 (b)RF16
(c)RF17 (d)RF18 (e)RF19 (f)all research flights with PM and GO.
The negative bias when using GO between 2 to 8 km is reduced by 2
%.
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(a)

(b)
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(c)

Figure 4.9. Same as Figure 4.7 and Figure 4.8 but using the dropsonde
measurements as the reference refractivity profile. Only 44 qualified
cases are compared (see texts). 2% fractional difference improvement
can still be observed when compared to the dropsonde data.
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Figure 4.10. The fractional difference of the climatological model
CIRAQ compared to the ERA-I model for each ARO case from RF16
to RF19. The −5% bias below 2 km is the can cause large negative
bias when the received residual phase is randomly distributed.
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(a)

(b)

Figure 4.11. Refractivity retrieval results when setting and rising
cases are separated. ARO PM method is used in both subfigures.
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5. Summary

The airborne GPS RO technique is a valuable remote sensing technique which is able

to use higher regional measurement density to sample localized transient events, and

thus could become an appropriate complementary of spaceborne GPS RO. In this

thesis the design of an airborne OL tracking software receiver for post-processing are

presented and an error model relating SNR to signal phase variance has been devel-

oped to derive a model for the cumulative effect of phase unwrapping error. To reduce

the negative bias caused by the accumulated unwrapping error, the combination of

climatological model and the ray tracing program is utilized to provide more accurate

phase model and enhance the SNR at lower heights. Large amount of unwrapping

error in excess phase can thus be removed by reducing the number of unwrapping

and the unwrapping error rate. However, the antenna design was found to be a lim-

iting feature of the GISMOS implementation, producing measurements with SNR

about 9-14 dB below COSMIC profiles collected in the same area. Therefore, for

future flight mission the antenna gain pattern and beam orientation should also be

considered to improve the likelihood of high-SNR observations. An antenna design

with a wider azimuthal beam width, at the expense of a narrower beam width in

the vertical direction or electronic beam-steering, can also enhance the ARO retrieval

performance along with the ability to extract useful measurements in the lowest part

of the troposphere.

In addition to the unwrapping error, the effect of multipath at lower altitude may

cause fluctuation in SNR that also contribute to the negative bias in retrieval results

and downgrades the applicability of the ARO data. We adapts the PM method,

which using MSP for multi-subsignal detection, to the airborne platform to distinguish

different subsignals arriving at the same time and untangle the multipath of the GPS

RO signal due to complicated structure of moisture variation. The using of radio
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holographic method can greatly improve the bending angle calculation and decrease

the refractivity retrieval negative bias from −3% fractional difference to less than

−1% in average of 59 cases between 2 and 8 km height while retaining 2% standard

deviation. For future work the negative bias using PM below 2 km which might

caused by higher cut-off height could be verified and eradicated by extrapolate the

climatological modeled phase to extent the cut-off height. The refractivity retrieval

bias observed in rising and setting case should also be further investigated in the

future studies.
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A. Radio holographic method

As stated in introduction, radio holographic methods are designed for multipath prob-

lem encountered in occultation of low atmosphere. We will have literature review in

the first section and show the way we apply FSI on airborne platform simulation data

in the following section. Some simulation results and future research direction will

also be provided and discussed.

A.1 Literature review

Some algorithms have been developed in last 15 years to cope with multipath issue

in spaceborne GPS RO. Most of them can be categorized into 4 main approaches,

and we will review them in the following sub-sections.

A.1.1 Back propagation(BP)

BP algorithm is based on the diffraction theory. By this theory we can describe

the electromagnetic field in the vacuum with Helmholtz equation:

∆u+ k2u = 0 (A.1)

where u is the complex amplitude of electromagnetic field. The solution of the

external boundary problem for the Helmholtz equation described in [60] can be used

to calculate the complex field with a given closed curve and initial value. Therefore,

we can calculate the electromagnetic field backward in a vertical plane of RO by

using the measurements of signal amplitude and phase (initial value) on a satellite

orbit(closed curve).
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u (x) =

(
k

2π

)1/2 ∫
S

u0 (y) cosϕxy
exp (−ik |x− y|+ iπ/4)

|x− y|1/2
dSy (A.2)

The idea of the back propagation is that we can choose the location of this vertical

plane where the multipath effect has not occurred. Since the propagation in the

vacuum can be seen as the straight line continuation of rays the impact parameter

and bending angle characteristic are preserved. In this way we can avoid the multipath

and acquire unaffected original impact parameter and bending angle values. BP can

provide very high resolution but the finding position of the auxiliary vertical plane is

difficult and the computation complexity is high.

A.1.2 Sliding spectral(SS)

Proposed by Sokolovskiy [27] the sliding spectral is the method uses spectral

analysis of the received signal with a series of windows on the receiver trajectory. If

we consider a signal received in a window of trajectory ∆y centered at yc, the Fourier

transform can be calculated as:

cm =
1

2π

∫ yc+∆y/2

yc−∆y/2

u (y) exp (−2πimy/∆y) dy (A.3)

By using the Fourier transform the signal entered into the window can be divided

into different spatial frequency components. Each of them can be taken as a ray path

with distinctive impact parameter am and bending angleαm.

am = sin−1 (χmc/f) (A.4)

αm = (RE + yc + ltan (am)) cos (am) (A.5)

where χm is the spatial frequency and l is the distance between the center of earth

and observation trajectory. Then by sliding the window along the trajectory we can

get the cj, aj, and αj in the whole trajectory. After sorting the data with impact
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parameter aj we can apply sliding window averaging the bending angle and impact

parameter with the weighting factor |cj|2 By doing this the function of bending angle

with respect to the impact parameter can be acquired directly with analyzing received

signal spectrum instead of propagation. The disadvantage of SS is that the resolution

is depends on the sliding window size.

A.1.3 Canonical transform(CT)

the CT method utilizes the characteristic that bending angle of the rays is a

single value function of impact parameter [57]. Therefore, the received signal can be

analyzed under phase space with the transformation to canonical coordinates. To do

this, we first have to use BP method in previous section to propagate the wave from

observation plane to a the vertical plane. Note that no tuning parameter is needed

to choose plane location and we can use the fixed location for every case even the

refractivity structure is complicated. Then the wave equation can be transformed to

spatial frequency domain by Fourier transform:

ũ (η) =

∫
e−ikyηu (y) dy (A.6)

With the signal described by (y, η) we then apply the CT to transform the signal

to a new canonical coordinate (p, ξ):

u (p) =
k

2π

∫ (
1− η2

)−1/4 × eik[psin−1η]ũ (η) dη (A.7)

= A (p) eikΨ(p)

where p is the impact parameter. Then the momentum ξ can be calculated by

MSP as:

ξ (p) =
∂Ψ(p)

∂p
(A.8)
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With the momentum we can use the Bouger’s law to solve the bending angle.

By these calculation the relationship of impact parameter and the bending angle

can be acquired without doing differentiation of the excess phase. This method can

provide high resolution compared to SS. The only drawback of this method is BP

pre-processing is necessary in the beginning which is also the most computation-

consuming part.

A.1.4 Full spectrum inversion(FSI)

As the way CT dealing the multipath problem with Fourier transform, the FSI

use the same approach. If both the transmitter and receiver trajectory are circular,

the doppler frequency of the wave field is proportional to the impact parameter of

the ray path. By using the characteristic that t(ω) remains a single valued function

in multipath region we can separate the ray path with different impact parameters

received at the same time. To keep it single valued we need the assumption that each

impact parameter (which means each doppler frequency) will occur only once.

To do this, firstly we consider a signal consists of narrow band subsignals:

V (t) =
∑
p

Qp (t) exp (iϕp (t)) (A.9)

where ϕp and Qp are the phase and amplitude of the p-th subsignal respectively.

Then can apply Fourier transform:

V̂ (ω) =
∑
p

∫ T

0

Qp (t′) exp [i (ϕp (t′)− ωt′)] dt′ (A.10)

From the MSP method we can approximate equation (A.10) as:

V̂ (ω) =

√
2πi

d2ϕq

dt2
(t1)

Qq (t1) exp [i (ϕq (t1)− ωt1)] (A.11)
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where t1 is the arrival time of the corresponding frequency. As equation (A.11)

suggested the signal can be divided with different instantaneous frequency compo-

nents at different arrival time. The arrival time can be calculated by:

d

dω
(ϕq (t1)− ωt1) = −t1 (A.12)

With this equation we can calculate the instantaneous frequency and its corre-

sponding arrival time at each time step or open angle step. In the paper [25] suggested

that the interpolation of open angle instead of time will effectively decrease interfer-

ence caused by radial accelerations. By using the geometry of transmitter and receiver

we can find impact parameter by:

dϕq
dθ

= ka+ k
drL
dθ

√
1−

(
a

rL

)2

+ k
drG
dθ

√
1−

(
a

rG

)2

(A.13)

The by Bouger’s law and the geometry we can acquire the bending angle α:

α = θ + φG + φL − π (A.14)

In this way we can find the relationship of bending angle and impact parameter

even in multipath region. The result can be taken as the input of inverse Abel

transform for refractivity calculation.

A.2 RH simulation with airborne case

Since FSI doesn’t have to implement BP in the beginning but with high resolution

performance, we choose FSI for bending angle retrieval from airborne data. Firstly, we

simulate an ideal trajectory case which both trajectories of GPS satellite and aircraft

are circular with ROSAP ray-tracing program. We use exponential refractivity profile

to simplify the model and generate a single ray environment, then the ray tracing

program can provide us excess phase and amplitude. The results from equation

(A.12) is shown in the figure A.1.
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Figure A.1. The derivative of FFT phase. Blue dots are the FFT
phase derivative result and the red line is the result from taking dif-
ferentiation of the signal total phase directly.

As the figure A.1 shows, the FSI can successfully retrieve the relationship between

instantaneous frequency and its corresponding arrival time. The results from these

two methods are identical since we simulate only single ray area. Also because of the

ideal trajectory there is no last two terms in equation(A.13). Then we can use the

equation to calculate impact parameter and acquire its corresponding bending angle

as shown in figure A.2. The results shows the FSI can calculate the bending angle

profile correctly from the excess phase measurements.

To simulate the multipath region we used a complicated bending angle profile

and its corresponding geometry for IFSI program to generate the excess phase and

signal amplitude. As the previous case, we used the ideal trajectory to simplify the

calculation. The FSI is again utilized to analyze the signal’s instantaneous frequency

and arrival time. The result is shown in figure A.3
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Figure A.2. The bending angle with respect to impact parameter
calculated by FSI (blue dots) and the ROSAP program(red line)

(a) zoom out (b) zoom in

Figure A.3. The derivative of FFT phase. Blue dots are the FFT
phase derivative result and the red line is the result from taking dif-
ferentiation of the signal total phase directly.
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In figure A.3, the red line is the result of taking direct differentiation of the signal

phase and it shows very noisy behavior during the multipath region. It’s obvious

that this traditional method cannot deal with the complicated signal structure. In

the other hand, the FSI can distinguish different frequencies from different signals

and provide an unambiguous function of arrival time with respect to instantaneous

frequency. This is an good example to demonstrate the advantage of the FSI method.

Then the function of bending angle and its corresponding impact parameter can be

calculated by equation(A.14) and the results are shown in figure A.4. As the figure

shows the FSI can successfully retrieve the original bending angle profile even under

multipath effects.

Figure A.4. The derivative of FFT phase in multipath region. Blue
dots are the FFT phase derivative result and the red line is the result
from taking differentiation of the signal total phase directly.
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B. Purdue Software Receiver (PSR)

PSR is the GNSS software receiver developed by Purdue Navigation Lab. The receiver

prototype was designed in C language by Heckler, G. [40], and the OL function were

added by Ventre, B. G. [49]. The Doppler prediction module was refined by Lulich,

T. [16], and the backward tracking feature was developed by Acikoz, U. [37]. In

this research, the PSR is modified to become more streamlined, complete, and user

friendly. The following are the introduction of the whole process and the procedure

of executing each individual module.

B.1 Processing procedure

The flow chart of the latest version PSR is shown as Figure B.1.

As the figure shows, the latest PSR can be divided into 4 different modules, which

can be individually handled by 4 separate C-shell scripts. The C-shell scripts, which

can be controlled through the .inp files, will call C++ (while correlation included)

or Matlab (correlation does not included) functions for specific purpose. These 4

modules will be discussed further in the following subsections.

B.1.1 psr prep

INPUT:

• prep.inp

• raw GRS data

OUTPUT:

• Acq CHx.txt
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Figure B.1. The flow chart of PSR OL tracking process.

• sv chans.dat



125

This module applies acquisition process on the raw GRS collected data. No other

information (satellite orbit, flight trajectory, etc.) is used in this process because

we want to determine the available PRN only by the data. The acquisition are

applied on the first and the last 5 ms of each GRS file and search the available PRN,

corresponding Doppler and code phase in forward and backward order. The result

will be saved in two files which can be used in the next module.

B.1.2 olpredict prep

INPUT:

• olprep.inp

• sv chans.dat

• Applanix file

• IGS file

OUTPUT:

• occtab.out

This module ”plans” which PRN to be processed within the given time frame and

determine the beginning and ending time of each channel. The GPS satellite orbit

calculated from downloaded IGS file and the flight trajectory acquired from applanix

file can be used to predict the azimuth and elevation at each time step for each

PRN in the list provided by sv chans.dat. By setting up the threshold on elevation

and the time period, the available PRN list for each PRN along with their range

of time in terms of sec of week and GRS file number can be acquired and saved in

the occtab.out. In this output file, all the details of the available satellites will be

listed, including setting/rising determination, occultation start time and end time,

and when the specific PRN will show up in either prediction or GRS data. The user

can decide which PRN they would like to investigate further by using the information
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given by the list and put their decision into the input file in the next module. In this

way the channel needed for OL tracking can be allocated before the process begins.

B.1.3 olpredict dopp

INPUT:

• oldopp.inp

• occtab.out

• Applanix file

• IGS file

OUTPUT:

• OLPredictSVxx.in

• ClimateSVxx.in

This module makes the Doppler and climatological phase prediction for each PRN

that user requested. The CIRA-Q model and the ROSAP ray tracing program are

called in the script to calculate the excess phase under the refractivity profile model.

The signal transmission time has also been considered for geometry phase calculation

in coordinate transformation. The calculated phase prediction will be saved in two

output files.

B.1.4 psr ol

INPUT:

• psrol.inp

• OLPredictSVxx.in

• ClimateSVxx.in

• sv chans.dat
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• Bit archive

OUTPUT:

• DataBitSVxx.in

• OLPredictSVxx.out

• Chanxx.dat

This is the main module doing OL tracking and output the correlation result

between the received GRS data and the phase prediction. The OL tracking details

and the algorithm used in this module are described in Chapter 3. Note that the

bit archive is used at this stage for reading and rewriting to the new format. The

error detection and reconstruction process of the downloaded data bit archive will be

described in the next section.

B.2 Databit preprocessing

There are 2 parity bits in the data bit file name given by the downloaded bit

archive which can be used as the indication of error in the file. Once the error in

the certain file has been confirmed, the data bit reconstruction process can be used

to remove the invalid bit and rebuild the bit file. The idea is that most data bits

transmitted by GPS satellites are repeating itself in a limited time frame, thus the

data bit in the next or the previous block can be utilized to reconstruct the data.

The data message structure of the GPS signal is shown in Figure B.2.

The data message, which can be divided in to different ”frames”, of the GPS signal

is transmitted at 50Hz bit rate. Each frame contains 30 sec of data (which means 1500

bits), and can be divided further by 5 subframes (which means 300 bits). The first 3

subframes contains the satellite health and the ephemeris data which will be repeated

every in every frame until about 2 hours. The almanac data which will be repeated

every 12.5 minutes until several days away is stored in the last two subframes. The

repeating characteristic of the GPS signal can be used to reconstruct the incomplete

or fault data in bit archive.
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Figure B.2. The data message structure of the GPS signal. Red block
is the satellite health and the ephemeris data which will be repeated
every 30 sec. The green block is the almanac data which will be
repeated every 12.5 minutes. This figure is modified from the figure
in [61].

The only problem is that the word ”HOW” in each subframe is not going to repeat

itself, which should be calculated independently by transmitting time. Therefore, the

reconstruction process will be executed as follows:

• Identify the faulty bit file - which is one of the bit message frame.

• Determine if the reconstruction is possible:

– Search the closest frame that contains normal (or healthy) first 3 subframe

bits. If they are too far from the injured data (¿30 minutes) then the data

will not be used and the recontruction fails.

– Search the closest frame that contains normal (or healthy) last 2 subframe

bits which has 12.5 minutes interval. If they are too far from the injured

data (¿2 hours) then the data will not be used and the recontruction fails.
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• If the reconstruction is feasible and the source frames are identified, replace the

targeted subframes from those two source frames.

• Calculate the ”HOW” word by using Zcount from the previous or next frame.

By using this strategy most error bit archive can be reconstructed and significantly

decrease the error rate in OL tracking. An obvious example is shown in the Figure

B.3. It can be seen that error bit file will cause SNR drop to noise level at about

16.948 hour, while the SNR is greatly improved by using the reconstructed data bit

files.

(a) zoom out

(b) zoom in

Figure B.3. The improvement of the reconstruction data bit files.
(a) Original SNR using error data bit file (b) New SNR using recon-
structed data bit file



VITA



130

VITA

Kuo-Nung Wang was born in Taipei, Taiwan. He grew up in Taichung city, Taiwan

and attended National Chenh Kung University (NCKU) In Tainan, Taiwan. He

received a B.A. and a M.S. degree in electrical engineering from NCKU. He began as

a doctoral student in the School of Aeronautics and Astronautics in the fall of 2010,

working under the supervision of his major professor, Dr. Jame L. Garrison. His

dissertation defense was in the Fall of 2015 and he anticipates receiving a Ph.D. in

December, 2015.


